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DEVELOPMENTOFA MATHEMATICALMODELOFTHEHUMAN
OPERATOR'S DECISION-MAKINGFUNCTIONS

by

J. T. Tou, R. E. Thomas,and R. J. Cress

INTRODUCTION AND SUMMARY

This is the final report submitted to the National Aeronautics and

Space Administration Electronics Research Center in accordance with Contract

No. NAS 12-37, Development of a Mathematical Model of the Human Operator's

Decision-Making Functions.

This program spanned a period of 16 months, July 1965, through October 1966.

The objective of this program was to conduct research leading to the development

of a model of the human operator which will advance the state of the art of such

modeling. The development of a better human operator model would allow more pre-

cise specifications by control systems engineers of input and output equipment

which best matches human performance characteristics.

The research described in this report is concerned with the formulation

of a mathematical model describing the human operator's decision-making functions

in a control system. The model simulates the evolution of control strategies

selected by a human operator and the prediction of verbal heuristics used by a

human operator. The operator is assumed to be engaged in the on-line control

of a dynamic system described by an ordinary linear differential equation subject

to initial and final boundary conditions. The operator's task consists of moving

the system from the initial state to the terminal state and minimizing a qua-

dratic performance criterion using information concerning state variables and

"cost" variables which is obtained from meter readings available at discrete
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time during the control operation. A summaryof the proposed solution and

experimental results is presented as follows:

Proposed Solution

To pursue the objective stated in the contract, a mathematical model

is developed which attempts to simulate the evolution of the human operator's

strategies for the selection of controls on the basis of the observed meter

readings. The proposed model consists of four modes of control. They are the

heuristic mode, the gradient mode, the terminal mode, and the probing mode.

In the heuristic mode, the control strategy consists of selecting controls to

maintain invariant relations discovered to exist between successive portions of

the task. In the gradient mode, a "cost" reducing control action is applied

repeatedly whenever it has been detected. In the terminal mode, the final end-

point conditions are approached regardless of sharp increases in the "cost"

functional. The probing mode consists of a search procedure and is used whenever

the other three modes are not operational.

The development of the heuristic mode of control is central in this

research. The mathematical model attempts to discover dimensionless parameters

relevant to the objective functional, and attempts to maintain these parameters

at appropriate levels. A heuristic resulting from this procedure is exemplified

by the verbal statement: "In order to minimize 'cost',choose controls so that

the ratio of the reading on meter 3 to the reading on meter 5 is equal to i0."

The dynamic system used in the simulation study is described by a

first-order or second-order differential equation subject to certain specified

boundary conditions. The control signals are selected from a predetermined

set of values.
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Experimental Investigations

The approach described above was investigated experimentally by

allowing 14 subjects to solve 23 first-order control problems (Mark I model),

and allowing 14 additional subjects to solve 12 second-order control problems

(Mark II model). The subjects were tested in an on-line, real-time environment

with their control selections fed into a Control Data 3400 computer. The

computer used the selected values to up-date the values of the meter-readings.

These values were then printed out and displayed to the subjects who were then

required to nmke their next selection. For the Mark I experiments the number

of selections per problem varied between 8 and 38; for Mark II the number of

selections was 20 for each problem. The problems permitted the use of five control

selections: y = -2, -i, 0, i, or 2. The number of meter-readings displayed to

the subjects was six and eight for Mark I and Mark II, respectively. The subject

was asked to minimize the consumption of "fuel", and to hit target.

At the end of each problem, the subjects were asked to state their

recommendations to a second hypothetical controller who would soon be required

to solve a similar set of problems. These statements were recorded on tape and

were later used to identify heuristics used by the subjects. Exclusive of the

time for instruction, approximately 1-1/2 hours were required for each subject

to finish the set of problems. These same problems were also solved by the

Mark I and Mark II computer simulation models.

Simulation and Experimental Results

The results from the computer simulation and those from tests of the

subjects were analyzed in two respects: (i) performance as measured by total
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fuel consumedfor each problem and (2) the agreement between the heuristics

used by the subjects and those used by the simulation model.

For the Mark I experiment a high linear correlation (r = 0.916) was

obtained between the subject median "fuel" consumption and the model "fuel"

consumption. However, percentage deviations in excess of i00 percent were

obtained for three of the problems. Learning curves were fitted to the ratio of

the Mark I model's "fuel" consumption to the subject median "fuel" consumption.

The curves showed improving subject performance relative to the model between

Problems 5 and 14, at which point, as expected, subject perfornmnce degraded

sharply because of increased difficulty in the problems. Subject learning

again took place between Problems 14 and 23.

A three-man panel was used to analyze the taped statements madeby

the subjects to determine the number of subjects using the sameheuristic as

that used by the Mark I model. From Problem 8 to the end of the set, the panel

agreed that at least Ii of the 14 subjects used the sameheuristic as the model.

The average conditional probability of a correctly matched heuristic, given the

model's heuristic, was found to be 0.83 over the last 15 problems.

An additional analysis was madeby comparing the performance of the

subjects with computedresults obtained from the use of eight hypothetical

strategies. The correlation coefficients for the subject median costs and these

eight strategies varied between 0.268 for a randomselection of controls to 0.918

for a composite strategy expected to yield a maximumcorrelation.

The results of the Mark II computer simulation showedgood agreement

in terms of performance for snmll values of the time constant. The agreement

degraded markedly as the time constant was increased. A learning curve was

fitted to the last six of the 12 control problems. The learning curve was

of the same type as used to analyze the Mark I results.
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The samethree-man panel was used to analyze the verbal statements.

The average conditional probability of a matched heuristic, given the model's

heuristic was found to be 0.15; the unconditional probability that a subject's

heuristic will match someheuristic in the simulation list of heuristics was

approximately 0.50. These small probabilities are attributed to unappropriate

choices of the parameters in the Mark II model.

Evaluation of Results

Only one model is proposed in this study and data are gathered which

tend to support it. It does not follow that this model is validated. Other

models may be equally consistent with the data. A "modern" scientific approach

would formulate competing models as alternative hypotheses and conduct an experi-

of sufficient precision to be capable of rejecting all but one of these hypotheses.

At present, however, there appears to be a scarcity of mathematical structures

that can be used to evolve the verbal heuristics of the human controller.

It is believed that the instructions to the subject, the conduct of

the experiments, and the use of a panel of judges have yielded reliable results.

It is true that no other investigator can use the same judges or subjects.

Nevertheless, it is predicted that if he will conduct a similar experiment,

using the same number of subjects, the same number of judges, and the same

methods of analysis, he will arrive at conclusions that are in statistical agree-

ment with those •obtained in this study.

"It is concluded from this research that the Mark I model offers a

feasible approach to modeling human decision-making in first-order control

systems of the type investigated. In addition to producing the heuristics used

by human controllers with•high probability, it also gives high correlations with
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humanperformance curves.

For second-order control systems the agreement between the Mark II

model and the subjects was not impressive° Muchof this difficulty is believed

to be the result of making inappropriate parameter assignments in the model.

However, the results obtained suggest that, even with appropriate assignments,

the model may fail for large values of the time constant.

AN OVERVIEW OF THE RESEARCH

The following sections present an overview of the research project.

Some earlier work in modeling of human decision-making processes in a control

task is reviewed. The evolution of the project is outlined. The concept of

dimensional analysis is introduced. Some basic assumptions are made in the

characterization of the human controller. This section concludes with a brief

description of the proposed mathematical model.

Review of Previous Research

Previous work in the study of manual control from the engineering

point of view dates back to 1947 when Tustin (I) proposed a description of the

operator's response and its implications for controller design. In 1948,Ragazzini (2)

discussed engineering aspects of the human as a servomechanism. Since that

time, research interest inthe mathematical characterization of the human

operator in the control system has greatly intensified. Papers and reports

describing these models exist in abundance. Practically all of these proposed

models attempt to describe major characteristics of the human operator in the
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form of a transfer function. The models are primarily developed to describe

compensatory tracking behavior and pursuit tracking behavior. Although both

tracking behavior and decision-making behavior are regarded as major character-

istics of the humanin a manual control system, little work has been done on

the mathematical modeling of the decision-making behavior of the humanoperator

in a control system. The fact that research in mathematical modeling of human

decision-making lags behind that of humantracking behavior is primarily due to

the difficulty of obtaining mathematical descriptions of decision-making behavior.

Physical laws maybe used to characterize the tracking task but not the decision-

making behavior since the latter involves a mental process which deals with such

aspects of thinking, experience, extrapolation, judgment, inference, and

generalization.

In 1962 Thomas(3) developed a set of test problems that could serve

as a useful tool in studying the characteristics of humancontrollers. The opti-

mal solutions to the test problems were derived using dynamic programming(4'5'6)

or the maximumprinciple (7). It was proposed that humansubjects be repeatedly

allowed to generate solutions to these problems in order to determine whether

or not humansubjects could "learn" optimal control by repeated trials. The only

information given to the subject would consist of the values of the state vari-

ables and the value of the objective functional after the completion of a trajectory.

The perfornmnce obtained from the mathematical solution to the control problem

could then be comparedwith subject performance.

• Ray(8)In the dissertation of , the proposed approach was carried out

for one of the control problems. In general, it was found that about half of

the subjects tested achieved nearly optimal control in approximately 20 repetitions

of the problem. A stochastic control problem was similarly tested by Rapoport (9).

It should be emphasized that none of these investigations yields a mathematical
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model of how the human organizes his previous experience in order to improve

his performance. In particular, these investigations can not be related to

the question of whether the human controller can be characterized as a

Bayesian decision-maker as studied by Edwards (I0) Moreover, these investi-

gations avoid the difficulties associated with obtaining quantitative characteri-

zations of concept evolution, generalization, and judgment. Some of these diffi-

culties are made explicit by Watanabe (II).

Evolution of the Pro_ect

The aim of the project is incorporated in the following statement:

"Using experimental procedures, investigate the role of

higher mental processes such as those involved in judg-

ment, extrapolation from the knowledge of immediately

previous performance and similar human capabilities as

they influence man's total performance in manual control

systems. "

Although this aim is directed toward the use of experimental procedures, it is

clearly necessary to develop a theoretical basis for the experimentation. The

initial theoretical basis took the form of dynamic programming. In general,

it was asked whether the decision-making processes of the human controller

could be represented by an algorithm based upon dynamic programming.

It was concluded that systematic recursive structures of the type

associated with dynamic programming may not be a good way to characterize human

reasoning processes. Such structures do not permit a human controller to revise

his guesses, do not permit him to introduce external information at stages

after the first stage, and do not lend themselves to the use of heuristics which

evolve from stage to stage. The use of policy space, rather then function space,

appears to be more typical of the human decision-maker. However, because of the
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loss of the Markov property, a more general version of approximation in policy

space would be needed than that given by Howard(5).

In order to include subjective estimates of the decision-making

algorithm, it appeared necessary to use elements of Bayesian statistics because

these methods alone appear to deal with the problem of confoining in a mathe-

matical way measures of belief and actual observations. In the context of

the present aim, it appeared desirable to apply these methods directly to

policies, rather than to the estimates of parameters in models as is typical

Bayesian problems.

Based on these ideas someattempts were madeto formulate the decision-

making process in terms of policies and Bayesian probabilities. In particular,

the Bayesian probability was taken to be the probability that the policy used

at a particular trial would optimize the performance criterion. The succession

of trials would then serve to support, or deny, the optimality of any tested

policy. By regarding such trials as successes or failures for a given policy,

the probability that a given policy will generate optimal control could be up-

dated using a Bayesian method.

Further development of these concepts showeda strong presumption of

an environment in which "repeated trials" could take place. The "learning" of

the humancontroller was thus considered as the result of repeated trials under

nominally identical conditions. However, in the present context, it is clearly

preferable to assumethat the humandoes not have the luxury of repeated trials

that will facilitate learning. In the space environment, for example, as

astronaut does not have an opportunity to generate manydifferent trajectories

in order to find a minimum-fuel trajectory. In practice there is only one tra-

jectory generated by the astronaut. Consequently, any "learning" by the astro-

naut must be acco_uplishedduring the generation of the trajectory. Such on-line
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learning may permit him to improve his performance during later stages of

the trajectory.

Several assumptions were then madeabout the humancontroller:

(i) The humancontroller will "review" his accumulated control

experience from time-to-time in order to extract the in-

formation which would be likely to increase performance

during the remainder of the trajectory.

(2) The review times occur at the discretion of the controller.

(3) The controller will develop his trajectory in segments.

In generating a trajectory between A, B, and C, the human

controller may first restrict his attention to the problem

of generating a trajectory between A and B, or even on

initial portion of the trajectory betweenA and B.

(4) Whenhis accumulated experience is evaluated at a review

time and the extrapolation of his current control efforts

are judged by the controller to be nonoptimal relative

to somealternative control efforts, then he mayabandon

his current control effort and begin a new, but "similar",

control problem. The problem is a new one in the sense

that the initial point of the desired trajectory now coincides

with the current location of the controller. The final point

is not changed and the form of the performance criterion

is not changed,but the form applies only to the remaining

portions of the trajectory.
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Thus, the controller is envisioned as generating a sequence of similar control

problems each one of which maybe partially completed. The final trajectory is

considered to be madeup of these subtrajectories.

These developments led quite naturally to the present form of the

model. The emphasis in the above assumptions on the similarity of the sub-

trajectories forced a distinction to be madebetween the control values actually

selected and the verbal description of the kind of similarity that existed

between the subtrajectories. The verbal description could remain identical

and yet the associated control actions could be quite different. In fact, it

was now convenient to label as "heuristics" the verbal statements of similarities

when translated into recommendations for choosing controls. In simpler terms,

humancontrol strategy consists of two parts: (i) operational control actions

and (2) verbal statements of how to choose these controls.

The mathematical modeling problem was also madeeasier by the recog-

nition of the role of "similarity" between subtrajectories. The kind of mathe-

matical analysis customarily associated with similar physical processes has its

roots in dimensional analysis. (13) Dimensional analysis, in turn, furnishes

a very primitive and general approach to problems of finding empirical relations

amongphysical variables. The gathering of data suitable for detecting invariant

relations by dimensional analysis appears to be ideally suited to the evolution

of heuristics. That is, as more data are analyzed, the verbal description of

whatever invariance is found can be translated into a prescription of how to

choose controls to take advantage of the structure thus found. The generality

of the verbal statements and the conviction of the controller in their validity

depend upon the experience of tile controller. In sumn_ary,it was concluded that
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a mathematical system was needed which could extract the maximumof generality

from empirical data, and could evolve and yield verbal statements of in-

variant structure which could serve as a basis for control selection.

Basic Assumptions of the Model

In a general form, decision-making by a human controller can be

regarded as a sequence of decisions in which each decision consists of selecting

one control from a set of possible controls. This approach usually yields

probabilistic decision models with the selection of various controls governed

by conditional probabilities. In practice, because of large numbers of possible

control sequences and complicated dependency relations, the required joint

probability distributions are often exceedingly difficult to determine.

The choice of individual controls is not the concern of this research.

Instead, we are concerned with the evolution of rules, called heuristics, used

by controllers to select controls. As a simple analogy, we do not ask what

move a particular player will make next in a chess game. Instead, we ask what

strategy, if any, has the player evolved? It is clear that if it is known that

the player's strategy is to gain control of the center of the board, then the

number of possible moves consistent with this strategy may be considerably

reduced. Different sequences of moves may be consistent with the same strategy,

and these may sometimes be regarded as equivalent, even though the individual

moves involved are quite different. This may yield an appreciable simplification

of probabilistic models of his sequence of moves.

The class of control problems considered in this report are assumed

to be associated with the control of physical variables which have dimensions
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of nmss, length, time, and temperature. As a particular example, we have con-

sidered the task of generating minimum-fuel trajectories. The variables

associated with such a task may include position, velocity, acceleration,

orientation angles, thrust, ambient temperature, fuel consumption rate, etc.

Besides restricting attention to control problems involving physical

variables, we have also assumedthat the humancontroller extracts his information

entirely from a set of meters which measurethese physical variables. In

particular, it is assumedthat one meter displays the "cost" associated with

each decision interval. It is implicitly assumedthat the re,mining meters

measure variables whosevalues are relevant to the control problem. If this

assumption is not true, then the model described in this research would be

expected to remain in a state of search and would predict that no heuristic

would be evolved by a humancontroller.

Because the model involves the evolution of heuristics by a human

controller, it is required that the control problems of interest be of sufficiently

long duration so that the humanhas time to search, to observe relationships

amonghis meter readings, and to "learn" in an on-line, real-time environment•

This requirement further restricts the class of control problems to which this

research is applicable.

Concept of Dimensional Analysis

The basic principles of dimensional analysis are given by Pankhurst (12)

The primary reason for the assumption of meter readings of dimensional quantities
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is the fact that a primitive mathematical basis, derived from dimensional

analysis, nmy then be used to yield a set of possible heuristics. The Pi

Theorem is significant in that it restricts the number of combinations of

the variables needed in a given control problem. In a typical case these

combinations constitute a new, and usually smaller, set of variables in which

each variable is dimensionless. For a dimensionless variable, any change of

scale for a unit of mass, length, time, or temperature will not alter its

magnitude.

We next state more explicitly the mathematical structure of di-

mensional analysis.

Let xi, i = l,...,n, be a positive numerical magnitude for the

physical quantity X. whenx° is expressed in terms of a set of reference units
l l

U., j = l,...,m. By the process of changing units, a new set of units U.',
J J

j = l,...,m may be used where

u.'] = uj/Tj , (j = l,o..,m) , (i)

and T. denotes a positive real number which is dimensionless.
J

change of units, x. is changed to x.' where
l i

Under such a

, ail a.iN
x. = • .... 7 x. (i = l,...,n) • (2)i l m l

The real numbers, (ail,...,aim), are called the dimensions of X.. The associatedl

n x m matrix, A = (aij) , consisting of the rows, (ail,...,aim), is called the

dimensional nmtrix for the set of physical quantities {Xi}. Whenever any row

of A consists entirely of zeros the corresponding physical quantity is said to

be dimensionless; that is, a.. = 0, j = l,...,m implies X. is dimensionless.
lj i
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Assumethat a physical quantity X has a numericaly magnitude x

which is expressible as an equation x = f(xl,...,Xn) which is valid under

an arbitrary change of units given by (I) so that x' = f(x I ,...,Xn). From

(2) it follows that

all alm anl a aI a
nm m f(xl 'f(71 ...T m Xl,...,T 1 ...T n Xn) = T1 -''T m ...,X n)

where aj, j = l,...,m denote the dimensions of X. Functions which satisfy

such a relation identically for all postive T's are said to be-dimensionally

homogeneouswith respect to the m reference units, UI,...,U m. In particular,

if f(xl,...,Xn) = 0 and if f(_) is dimensionally homogeneous,then the equation

all alm anl anm
f(71 °" _m Xl' "' m n• .o TI ... T x ) = 0

is an identity in T., j = l,...,mo
3

The basic theorem of dimensional analysis is Buckingham's
(13)

Pi Theorem.

The specific form of the Pi Theorem as proved by Brand (14) is stated as follows:

Buckingham's Pi Theorem -- Let physical quantities Xi,

dimensional matrix of rank r = n - k:

i = l,...,n, have the

AI::I
where P is a non-singular r x r matrix. Let f(xl,...,x n) be dimensionally

homogeneous with respect to m reference units UI,.o.,Um. Then the equation

f(xl,...,Xn) = 0
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is equivalent to

f(l,...,l,nl,...,_k) = 0

in which the first r arguments are i, and

ell e.
_i = Xl ... Xn (i = l,...,k)

are k = n - r independent and dimensionless quantities with the k x n matrix

!k)

of exponents given by

with _k denoting the k x k unit matrix.

Suppose that the X., i = l,...,n, are physical quantities whose
l

numerical magnitudes x. are displayed on n meters. By the Pi Theorem any
z

dimensionally homogeneous functional relation among the magnitudes of these

physical quantities is equivalent to a functional relation among dimensionless

products and ratios of these magnitudes. We form these (n - r) dimensionless

variables, and associate a possible heuristic with the invariance of each of

them. With the additional possible invariance of each of the n meters, it

follows that at most (2n - r) invariants are associated with a given control

problem. These give rise to a set of (2n - r) possible heuristics. A list of

these heuristics can be made as soon as the dimensions of the quantities dis-

played on the meters are known.

Basic Assumptions for the Human Controller

It is clear that psychological differences, as well as differences

in experience and training may yield widely different behavior among hush,an
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controllers. A controller of little experience may only discover that a

certain meter reading is constant whenever the cost meter reverses a downward

trend. A more experienced controller maydiscover that a certain combination

of meter readings is equal to a constant whenever the cost meter reverses a

downwardtrend. A still more experiences controller may discover a functional

relation that exists between two or more meter readings when the cost meter

reverses a downwardtrend.

The amount of training, the kind of training, the familiarity with

physical laws, etc., are clearly important in determining the complexity of the

invariants that may be detected by a humancontroller. A controller for which

the distinction between velocity and acceleration is not clear will probably

not detect complex invariants. On the other hand, a highly trained individual

who is familiar with coordinate systems, positions, velocities, accelerations,

inertia, drag, Newton's Laws, etc., maydetect high levels of complexity.

For the purpose of computer simulation it is assumedthat a human

controller will eventually note the invariance of any meter reading, or appropriate

combination of meter readings, that occurs when his objective functional is

optimized over individual decision intervals. The invariance, discovered as a

result of this suboptimization, will be expressed as a verbal heuristic.

In the simplest control problems, or with a remarkably appropriate

meter, the invariance of a single meter maybe taken as the basis of a heuristic.

As a hypothetical example: "In order to minimize costs, choose controls so

that meter three reads i0". In more complex cases, the invariance of ratios or

products of meter readings maybe discovered and used. For example: "In order

to minimize costs, choose the controls so that the ratio of the reading on
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on meter three to that on meter four is equal to I0." As noted above, it is con-

ceptually possible that even functional relations amongdimensionless combi-

nations of the meter readings could be detected and used as a basis for

heuristics. However, in the present study it is assumedthat the invariance

of the readings on single meters, or dimensionless combinations of meter

readings, provides a sufficiently "rich" formulation for all but the most

experienced controllers.

Wealso note that no assumptions are madeabout the nmnner in which

the humanarrives at his heuristics. It is merely postulated that he obtains

his heuristics by inductive generalization from empirical data. The purpose

of the computer simulation model is to predict the humancontroller's heuristic.

It is not supposed that the humancontroller really processes his data in the

form indicated by the concepts of dimensional analysis. It is merely asserted

that such a model can yield heuristics. The main question is whether there is

agreement between the heuristics obtained from the model and those obtained from

a humancontroller.

Onemethod of obtaining knowledge of a controller's strategy is to

ask him to verbalize it. His response maybe quite misleading. Somecontrollers

may "invent" a strategy because the question suggests they are "supposed" to

have one; somecontrollers maybe deceptive; somecontrollers may lie; some

controllers maybe unable to verbalize; somecontrollers maybe inhibited from

admitting that they are "experimenting" with alternative strategies; somemay

be reluctant to verbalize changes from one strategy to another; somemaybe

reluctant to verbalize "irrational" behavior; and somemaybe reluctant to
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verbalize "rational" behavior. Because of these problems and others there is

a general reluctance amongmany psychologists to deal directly with verbal data.

Despite these well-knoi_n difficulties and a historical precedent against it,

this study focuses attention on verbal data.

The verbal statement of a heuristic is simply a gran_atical statement

in which it is recommendedthat controls be slected so that an observed in-

variance amongmeter readings can be attained or maintained. Clearly, there

are manyequivalent ways in which a heuristic can be verbalized. In this study

the computer simulation model is programmedto print out a particular verbal

form for each of the possible heuristics. There remains the unavoidably subjective

problem of deciding whether a controller's statements conform to the model's

predicted verbal heuristic° This analysis is discussed in more detail in later

sections.

In complex cases, the invariants that _xist in a given control task

may change during the course of the task. In accord with the basic assumption,

this would require the humancontroller to change heuristics. Moreover, in-

variants that are mutually consistent at one time may be inconsistent at a

later time. In this case the humancontroller may choose to maintain one

invariant relation at the expense of another, and thereby let one heuristic

dominate at the expense of another. Alternatively, the humancontroller may

attempt to compromiseand maintain several invariants approximately near their

desired levels. In this case he attempts the simultaneous use of competitive

heuristics. As difficulties develop, he mayabandon previous heuristics and

search for new ones, etc. In the present research several of these difficulties

are avoided by assigning priorities to the possible heuristics. If several
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heuristics are available, that heuristic having the highest priority is used.

As a guide to the assignment of priorities, it is assumedthat the

humancontroller will first seek an individual meter that reads a constant value

whenever the cost meter reverses a downwardtrend. If no single meter is

found to read a constant value when the cost meter reverses a downwardtrend,

then the controller will examine certain combinations of meter readings for

invariance. In particular, ratios of distances, ratios of velocities and other

"physically meaningful" combinations of the meter readings will be examined.

Description of the Mathematical Model

Several complexities are introduced in the process of developing a

a mathematical model capable of generating the trajectories demanded of human

controllers and capable of predicting the verbal heuristics that human controllers

will use. We have attempted to keep this model as simple as possible. Even so,

it was found necessary to introduce four control modes: (i) probing mode,

(2) gradient mode, (3) heuristic mode, and (4) terminal mode. Only the heuristic

mode is associated with the use of an invariant as a heuristic, the gradient mode

of control is used whenever a cost reducing control has been discovered, the

terminal mode of control is used when the final point of the trajectory is to

be obtained regardless of cost, and the probing mode of control is used whenever

the other three modes are not operational. In the proposed model, simple computer

logic for switching from one mode to another is employed. The proposed four-mode

control scheme was designed to generate data that could be subsequently analyzed

for invariant relations.
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In descriptive terms the mathematical model performs as follows.

Supposea particular control has just yielded a decreasing cost increment as

associated with the current decision interval. Under the gradient modethis

control choice will be maderepeatedly until the cost increment increases.

Whenthe increase occurs, a quadratic interpolation is used over the three

most recent cost increments in order to estimate the time at which the minimum

actually occurred. Every meter reading is then linearly interpolated to obtain

estimated meter readings, at the time the minimumoccurred. These meter readings,

and the appropriate dimensionless combinations of them are stored as the first

row of the matrix. After several minima have occurred, the computer program

examines each column of the matrix to determine whether any meter, or combi-

nation of meters, is approximately constant. For each invariant thus found,

a heuristic is identified. The mathematical model then enters the heuristic

modeof control, and that heuristic is used having the highest pre-assigned priority

as a basis for selecting controls. If no invariants are found, the program

typically reverts to the probing mode.

A simplified flow chart of the computer simulation of the model is

given in the the next section. A complete listing of the program instructions

is given in Appendix A.

MATHE_.TICAL STRUCTURE OF CONTROL PROBLE_

In the following sections the mathematical structure of Mark I and

Mark II models is discussed. First-order control problems are used in the

Mark I model, and second-order control problems are studied in the Mark II

model. The criterion of control is to minimize the "fuel" consumption required
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to move the system from an initial state to a prespecified terminal state.

The choice of control is limited within a predetermined set.

Transformation of Equations in Mark I Model

The first-order control problems studied in this research consist of

changing an initial velocity v 0 to a final velocity vf over N discrete time-

intervals so that the total "fuel" consumption (cost) is minimized. At each

time interval a control Yk+l is selected from the set _-2, -i, 0, i, 2} and

applied to the previous velocity v k to yield a new current velocity Vk+ 1 in

accordance with the recursive relation

Vk+ 1 = a v k + b Yk÷l ' k = 0,...,N-I

where a and b are given constants.

the "fuel" consumption is given by

N

- vf) 2C = A 7 (Vk - VJ2" + B(v N

k=l

The performance criterion which describes

where A, B, and the reference velocity V are given constants.

An examination of the objective functional shows that the cost incre-

2
ments associated with each decision are given by A(v k - V) . These cost incre-

ments may be minimized by bringing the system velocity v k as close as possible

to the reference velocity V. With N sufficiently large, a suboptimizing pro-

cedure of the following form is obtained: Choose controls so that the cost

increments are minimized as soon as possible and maintain the cost increments
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at their minimumlevels as long as possible before attempting to achieve the

desired final velocity.

The existence of the reference velocity is not known to tbe subjects,

and is not used in the computer simulation logic. For the subjects it is assumed

that they will discover the existence of the reference velocity and choose their

controls in approxinmte accord with the above suboptimization procedure. The

computer simulation logic is structured so that under a gradient modeof control

and a heuristic modeof control the cost increments are minimized. The probing

modeof control and the terminal modeof control do not minimize cost increments

and do not strictly conform to the above suboptimizing procedore. The structure

of the computer logic is discussed in more detail later.

In the Mark I model it is assumedthat the following information is

displayed on six meters:

Meter Number

1

2

3

4

Variable Dis la___

current control choice, y

number of decisions remaining, d

current velocity, v

difference between desired final

velocity and current velocity, Av

fuel consumption (cost) incurred

during current decision interval,

AC

current cumulative fuel consumption

(cumulative cost), C

The last five variables are updated after each control choice in accordance

with the following equations:
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d =d - 1
c p

v = av + by cc p

Avc = vf - vc

ACc = k(v c V)

C = C +AC
c p c

where the subscripts p, c, and f denote previous, current, and final values,

respectively, and V denotes the reference velocity.

Derivation of possible heuristics is explained as follows. In a

mass-length-time-temperature(MLTO) system of units, the control variable is

assumed to have dimensions of length, (0,I,0,0); the number of decisions re-

maining has dimensions of time, (0,0,i,0); the current velocity and velocity

difference have units (0,I,-i,0); and the "fuel" consumption is measured in

pounds and has units of (1,1,-2,0). Thus, the dimensional matrix associated

with these meters is given by:

A

M L

i 0 1

2 0 0

3 0 1

4 0 1

5 i i

6 1 1

T 8

0 0

I 0

-I 0

-i 0

-2 0

-2 0
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Using the notation described in the preceding section, we form the following

rearranged, nonsingular, subm_trix of _:

p __

N

L T M

4 -1

6 -1

and a residual matrix Q:

L T M

3 -1

5 -2

Using these matrices we find that

-I
P

i i 0

= 0

-i

and

E: _-

2 4 6 1 3 5

_ 1-i -i 0 i 0 0

0 -i 0 0 i

0 0 -i 0 0

and rearranging the columns to correspond to a natural ordering of meters we

have
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E

i 2 3 4 5 6

i -i 0 -i 0 0

0 0 I -I 0 0

0 0 0 0 i -i

Thus, there are n - r = 6 - 3 = 3 combinations of meters which give dimensionless

combinations of the meter readings. From the E-matrix it is seen that these

combinations are given by

_7 = mi/(m2 m4) = y/(dAv)

rr8 = m3/m 4 = v/Av

_9 = m5/m6 AC/C ,

where m. denotes the magnitude of the variable which appears on meter j,
J

j = 1,...,6. The nine measures, associated with meters one through six and the

three combinations of meter readings, constitute the basic numerical measures

used in the Mark I model. The invarianee of any one of these measures yields

a possible heuristic.

Table la shows a list of the nine possible heuristics for the Mark I con-

trol problems. Statements one through six correspond to the invariance of meters

one through six respectively. Statements seven, eight, and nine correspond to the

invariance of the dimensionless parameters, _7' n8' and _9' respectively.

The derivations given above show that these statements depend only on the

meters available to the controller, and on the dimensions associated with the

variables measured by the meters. The table also shows the pre-asigned

priorities assigned to these possible heuristics.
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TABLEla. LIST OFPOSSIBLEHEURISTICSFORMARKI CONTROLPROBLEMS

Number Priority Statement

I. 3 To minimize fuel consumption, choose a certain
control repeatedly.

2. 9

3. 1

4. 2

5. 7

6. 8

7. 5

8. 4

9. 6

To minimize fuel consumption, choose controls so
that the numberof decisions remaining is held
equal to a certain constant.

To minimize fuel consumption, choose controls so
that a certain velocity is maintained.

To minimize fuel consumption, choose controls so
that the difference between the current velocity
and the final velocity is held equal to a certain
constant.

To minimize fuel consumption, choose controls so
that the fuel consumption associated with each
decision interval is minimized.

To minimize fuel consumption, choose controls so
that the cumulated fuel cost is held equal to a
certain constant.

To minimize fuel consumption, choose controls so
that the control value divided by the product of
the number of decisions remaining and the differ-
ence between the current velocity and final ve-
locity is held equal to a certain constant.

To minimize fuel consumption, choose controls so
that the current velocity divided by the differ-
ence between the current velocity and final ve-
locity is held equal to a certain constant.

To minimize fuel consumption, choose controls so
that the fuel consumption associated with each
decision interval divided by the cumulated fuel
consumption is held equal to a certain constant.
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Transformation Equations in Mark II Model

The second-order control problems studied in this research consist

of changing an initial position u0 to a final position uf over N discrete time

intervals so that the total fuel consumption (cost) is minimized. The dynamic

structure is obtained from m_ + c6 = Ky by replacing 6 and _ by (uk - Uk_l)/T

and (uk 2Uk_ I + Uk_2)/T2, respectively, where T denotes the time interval

between control selections. With T set equal to i, this replacement yields

vk = Au k = uk - Uk_ I = (AUk_ I + _ Yk)/(l + _) ,

where _ = (c/m) and _ = K/m, and k = I,...,N. Three different values of

were used. These values were 0.4140, 0.0908, and 0.0444 so that the time

constants, T = i/_, are given by 2.4, ii.0, and 22.5, respectively. These

small, medium, and large values of the time constant yield system responses to

the operator's control values that are fast, medium, and slow, respectively.

These responses correspond to the relative importance of the drag and inertia

terms. The values of _ were set equal to 1.0 for all of the Mark II control

problems.

As in the case of the Mark i control problems, the control selections

are made from the set [-2, -i, 0, I, 2}. At each time interval a control Yk+l

is selected and the resulting velocity is obtained from the expression:

Vk+ I = (Au k + _ Yk+l)/( I + _)

The new position Uk+ I is then computed as follows:

Uk+ I = uk + Vk+l, k = 0,1,...,N-I •
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The "fuel" consumption is measuredby

N

C = A _ (vk - V)
k=l

2 + B(VN+ v )2f

where A, B, and the reference velocity V are given constants.

In exactly the samemanneras the Mark I control problems, the

existence of the reference velocity is assumed to be unknownto the subject,

and is not used in the computer simulation logic.

In the Mark II model it is assumedthat the following information

is displayed on 8 meters:

Meter Number

i

2

3

4

7

8

Variable Displayed

current control choice, y

number of decisions remaining, d

current position, u

difference between final position

and current position, Au

fuel consumption (cost) incurred

during current decision interval, AC

current cumulative fuel consumption

(cumulative cost), C

current velocity, v

current acceleration, w

Variables two through eight are updated after each control choice

in accordance with the following equations:
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d =d - I
c p

Vc = (Vp + _ yc)/(l + _)

Ii = u q-v
c p c

_U = U_ - U
C I C

ACc = K(Vc - v)2

C =C + AC
c p c

W = v - v

c c p

where the subscripts p, c, and f denote preceding, current, and final values,

respectively.

The possible heuristics are derived as follows. An assignment of

dimensions analogous to that used for Mark I yields the following dimensional

matrix for the eight meters of the Mark II problems:

A

M L T @

-- N

1 0 1 1 0

2 0 0 1 0

3 0 1 0 0

4 0 1 0 0

5 1 1 -2 0

6 1 1 -2 0

7 0 1 -i 0

8 0 1 -2 0

A rearranged, nonsing.lar, submatrix of A is given by
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L T M

E2 0 i 0

P= 7 -i

6 -2

with the residual sub-matrix of A given by

1

3

_=4

5

8

L T M

i o 6-

1 0 0

1 0 0

I -2 i

I -2 0
_

The final E-nzatrix is found to be given by

m

i 2 3 4 5 6 7 8

i -I 0 0 0 0 -i 0

0 -i i 0 0 0 -I 0

0 -i 0 i 0 0 -I 0

0 0 0 0 1 -i 0 0

0 I 0 0 0 0 -i i

Because there are five rows of the E-matrix there are five combinations of meter

readings which are dimensionless. From the rows of the E-matrix these combi-

nations are seen to be given by



-32-

_9 = ml/(m2 m7) = y/(dv)

TTI0= m3/(m2 m7) = u/(dv)

_ii = m4/(m2my) = Au/(dv)

_12 = m5/m6= AC/C

_13 = (m2 m8)/m7= dw/v

These five combinations represent 3 distance ratios (_9,_i0,_ii), a cost ratio

(AC/C), and a velocity ratio (dw/v). The measures obtained from the eight meter

readings and the five dimensionless combinations of meter readings constitute the

basic numerical measuresused in the Mark II model. The invariance of any of

these measures gives rise to a possible heuristic.

Table Ib shows a list oi 13 possible heuristics for the Mark II

control problem. The first eight statements correspond to the invariance of

the individual meter readings; the last five statements correspond to the invariance

of the above dimensionless combinations. The table also shows the assigned

priorities associated with those possible heuristics.

FLOW CHARTS AND PROGRA_ilNG PROCEDURES

In the following sections the computer simulation program is dis-

cussed in a simplified form. A complete listing of the FORTRAN instructions

is given in Appendix A for the Mark I and _rk II models. In addition, as a

typical example, the simulation output for subtrajectory ten is discussed in

some detail. This includes an account of the control mode used at the time of

each control selection, the switching logic for changing from one mode to another,
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TABLElb. LIST OFPOSSIBLEHEURISTICSFORMARKII CONTROLPROBLEMS

Number Priority Statement

i. 5

2. 8

3. 2

4. 3

5o 6

6. 7

7. 1

8. 4

9. 9

i0. i0

To minimize fuel consumption, choose a certain
control repeatedly.

To minimize fuel consumption, choose controls so
that the numberof decisions remaining is held
equal to a certain constant.

To minimize fuel consumption, choose controls so
that the current position is held equal to a
certain constant.

To minimize fuel consumption, choose controls so
that the difference between the current position
and the desired final position is held equal to a
constant.

To minimize fuel consumption, choose controls so
that the fuel consumption associated with each
decision interval is minimized.

To minimize fuel consumption, choose controls so
that the current cumulated fuel cost is held
equal to a certain constant.

To minimize fuel consumption, choose controls so
that a certain velocity is maintained.

To minimize fuel consumption, choose controls so
that a certain acceleration is maintained.

To minimize fuel consumption, choose controls so
that the control value divided by the product of
the number of decisions remaining and the current
velocity is held equal to a certain constant°

To minimize fuel consumption, choose controls so
that the current position divided by the product
of the numberof decisions remaining and the
current velocity is held equal to a certain
constant.
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TABLElb. (Continued)

Number Priority Statement

ii. Ii

12. 12

13. 13

To minimize fuel consumption, choose controls so
that the distance-to-go divided by the product of
the number of decisions remaining and the current
velocity is held equal to a certain constant.

To minimize fuel consumption, choose controls so
that the fuel consumption associated with each
decision interval divided by the cumulated fuel
consumption is held equal to a certain constant.

To minimize fuel consumption, choose controls so
that the product of the current acceleration and
the numberof decisions remaining divided by the
current velocity is held equal to a certain
constant.
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the interpolation routine, etc. Because of the extensive space required, this

type of analysis is not given for the remaining subtrajectories. For the sub-

trajectories, only the predicted heuristics and the total fuel consumption are

reported and used in subsequent analyses.

Simplified Flow Chart

Figure 1 shows a simplified flow chart for the Mark I and Mark Ii

models. The four modes of control appear in block A. The labels, AI, A2(a) ,

A2(b ) ' and A2(c) are used in the flow chart to refer to the probing mode,

terminal mode, heuristic mode, and gradient mode, respectively. The control

value selected at each decision time is chosen in accord with one of these four

control modes. After the parameters and initial conditions are set, the flow

chart indicates the general procedure given below.

An initial control value of Yc is selected in accordance with the

probing mode of control. As discussed in a later section, this initial value

is always chosen to be equal to 0. The resulting updated values of the meter

readings are then computed according to the equations shown in Figure 1 for the

Mark I and Mark II models. Next, the flow chart shows that increments in the

meter readings resulting from this control value are computed. These values

are stored in the computer memory for later use. An extrapolation routine is

then used to determine whether the final conditions of the problem can be met

within the time available for the control problem. This extrapolation is not

_de, ho_ever, until every control has been used at least once in accord with

the probing mode of control which is used in the initial stages of the control

process. The feasibility of this procedure is assured under the assumption

that the control problems are of long duration.
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After the extrapolations are made, the computer logic then determines

whether the terminal mode of control should begin. This test is described in

more detail below. If terminal control is required by the test, then the next

contol value is selected in accord with the terminal control instructions

contained in A2(a). If terminal control is not required, then the computer is

instructed to test whether the cost increments have shown a minimum. This is

carried out by examining the three most recent values of ti_e cost increment.

If no minimum is indicated, and the current cost increment AC c is smaller than the

previous cost increment AC then the next control value is selected in accord
p'

with the instructions for gradient control contained in A2(c). If no minimum

is indicated, and ACc is not less than ACp, then the next control value is

selected in accord with the probing mode of control according to instructions

contained in A I. If a minimum is indicated and this minimum is zero, then a

special version of the gradient control mode is used for this case. If a non-

zero minimum occurs, then a simple quadratic interpolation routine is used to

determine an estimated time at which the minimum occurred. The meter readings,

other than the cost meter, are then interpolated linearly to obtain estimated

values of these readings that existed when the cost increment was minimal. These

interpolated values for each meter reading and dimensionless combination of meter

readings are stored as a row in a matrix. When the number of rows in the matrix

exceeds a threshold number, the numerical entries in the columns are examined

for invariance. The test for invariance is made by computing the coefficient

of variation s /z for each column of tile matrix. If the coefficient of variation
Z

is less than, or equal to, a threshold p, then the next control value is selected

ill accord with the heuristic mode of control given in A2(b) ; otherwise, the

probing mode of control given by A 1 is used.
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This discussion of the structure of the flow chart of Figure 1 omits

refinements which are exhibited in the complete computer program given in

Appendix A. Although these refinements are necessary for the computer logic,

the essential structure is that given in Figure !. It is seen that the central

theme of the computer program consists of obtaining a procedure which will

generate a trajectory and, at the sametime, will search for invariants, and

use the invariants thereby found, if any, as a basis for the selection of controls.

In the _rk I model, the velocity is generally extrapolated before

each control value is selected. The extrapolation is linear and is given by

the following expression:

¢(y) = v + [Av (y)]d
C C C

In this expression O(y) denotes the extrapolated velocity obtained when the

control value y is used for the number of decision intervals d remaining in
C

the control problem° The factor gv (y) is stored in the computer memory and
C

denotes the change in the velocity that was obtained the last time the control

value y was selected. These linear extrapolations are computed for each of the

possible control choices to obtain _(-2), _(-i), _(0), _(I), and _(2).

In the Mark II model, the position variable is extrapolated. By

means of the recursive relations given earlier (pages 28-32), the following

extrapolation formula may be derived:

d

_(y) = In + d (_y/_)} + (iI_)[i - (i + _) c)][v - (TIYI_)] .
C C C

This exact extrapolation formula was used instead of an approximate

linear cxtrapolaltion because of the expected difficulty of the Mark II control
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problems. For large values of the time constant it would be expected that

the desired final position would be difficult to attain with the use of approxi-

mate extrapolation procedures. The next sections consist of a more detailed

discussion of the algorithms for the four modesof control, and other computer

programming procedures.

A__gorithmfor Probin_ Control

The algorithm for probing control serves as a basis for trial-and-

error searching. This type of control is used at the beginning of each sub-

trajectory, and is used within a subtrajectory whenever none of the three

remaining control algorithms is in use. In the probing control algorithm

successive control values are selected from the sequence:

0, 0; I, -i, 2, -2; i, -I, 2, -2;

At the beginning of the first subproblem this sequence is used until every

possible control choice has been used. This procedure yields the control

values 0, O; i, -i, 2, -2 for the first six selections without regard to fuel

consumption. This procuedure is used in order that some data are obtained on

each available control before a switch to another type of control is permitted.

Algorithm for Terminal Control

For the terminal mode in the Mark I model, the control value Yc is

chosen to satisfy the follov_ing criteria:
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or

9(yc ) - vf = Min [_(y) - vfl v(y) _ vf} , if Vc -<vf

vf - 0(yc) = Min [vf - v(y) I vf _ v(y)} , if Vc > vf ,

A

where v(y) is the linearly extrapolated value of velocity which would be ex-

pected if y were used for the remainder of the control problem. In equivalent

terms_ that control is selected which will yield the final velocity early in

time but early by the smallest amount. If there are no values of y which yield

the final velocity within the desired time, then Yc satisfies the following

criteria :

or

(yc) - vf = Min [vf - v(Y) |Iv(Y) < vf]_ if v vf' c

_(y) - vf = Min {_(y) - vf 19(y) > vf} , if Vc > vf

For the terminal mode in the Mark II model, the control value Yc

satisfies the same criteria as for Mark I except that positions replace velocities.

and vf are replaced by _(y), _1(yc) , u c and uf,That is, _(y), 0(yc) , Vc,

respectively°

As described above, it is necessary to determine whether or not the

terminal mode of control should begin at each decision time of the control process.

The test for initiating terminal control is performed as follo_,Is. An extrapola-

tion is made to determine ho_ many of the controls, if used repeatedly for the

remainder of the control process, would attain the final conditions before the

expiration of the remaining time. Let T denote the number of such controls.
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Then terminal control is not initiated as long as T exceeds a threshold value,

T*. If T -<T*, terminal control begins and the simulation models remain in

this modeof control as long as T continues to be less than, or equal to, T*.

Ho_ever, at a subsequent decision time, if it is found that T again exceeds T*,

then the process returns to its former modeof control (heuristic or probing).

Thus, the terminal modeof control can be initiated and terminated several times

during the generation of a trajectory. An exception to the above procedure occurs

when the number of remaining decisions are less than, or equal to, a threshold

value F. Then terminal control must be initiated, if not already initiated,

and terminal control cannot again be terminated before the end of the trajectory.

The choice of a value for T* is partly determined by the number of

controls available. In the Mark I and Mark II models only five control choices

are available, and a value of i was taken to be a reasonable choice of T*.

Thus, in the simulation models, if two or more controls yield extrapolated

values reaching the desired levels within the remaining time, the_ the terminal

modeof control does not begin. If the numberof controls that yield acceptable

extrapolations is less than, or equal to i, then the terminal mode is initiated.

The choice of a value for F is rather arbitrary. For sufficiently large values

of F it can be insured that when terminal control is once initiated, it cannot

be suspendedat a later time in the trajectory. For smaller values of F, the

suspension of terminal control may occur repeatedly. The value of F maybe

selected to yield the desired type of performance. For the Mark I and Mark II

models the val(_es of F were taken to be 3 and 6, respectively. These choices

were made to allow somesuspension of terminal control. Becauseof the increased

difficulty of the Mark II problems, it seemeddesirable to use a larger value of

F for Mark II than that used for Mark I.
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Algoritbm for Heuristic Control

Suppose that a single meter, or combination of meters, is found to be

a constant, z*, when the incremental fuel costs are minimal. If the current

value of this meter, or combination of meters is z, then two cases arise de-

pending on whether z = z* or z # z*. Suppose that the current value of z is

equal to z*. Then the control value is selected so that z changes as little as

possible. To determine which control value to use, the computer program examines

each stored increment in the z-value, Az(y), obtained the last time the control

value y was used. The control is then determined as the value Yc for which

AZ(yc ) = Min [IAz(Y) I}
[Y}

If z < z*, and Az(y) > 0 for a given y, then such a choice of y would be expected

to increase the value of z and may make z more nearly equal to z*. That is, if

y produced a positive increment in z the last time it was used, it would be

expected to do so again. In the simulation models, all control values, y, for

which _x(y) > O, are examined and that control which maximizes Az(y) is chosen;

that is

AZ(yc) = Max [Az(y) [Az(y) > O} .
{Y}

Similarly, if z > z*, then Yc is chosen so that

AZ(yc) = Max [-Az(y) I Az(y) < O} .

It should be noted that this selection procedure is quite crude,

any may yield overshoots, undershoots, and oscillations, particularly when z is

nearly equal to z*. To alleviate this difficulty, it is not required that z be
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be exactly equal to z* in order to claim that the desired invariant relation

is satisfied, Instead, z is regarded as equal to z* in case

Z - Z* I < C

where e is a parameter of the models and may be set arbitrarily.

Algorithm for Gradient Control

In both simulation models, if the fuel cost associated with current

decision interval is smaller than that of the preceding interval, then the

last control choice is selected again. That is, as long as the incremental

costs are decreasing, the same control choice is ma_e. Because the fuel con-

sumption is represented by a quadratic functional, the gradient mode of control

can be expressed as follows. Choose Yc yp whenever 0 _ A C < A C .c p

It may be noted that this type of control is not expected to yield

optimal trajectories. It is incorporated into the simulation model in order

to aid in the location of minima.

Interpolation Procedure

An interpolation procedure for the Mark I and Mark II models is used

to obtain estimates of the meter readings which occurred whenever the process

passed through a point having a minimum incremental fuel cost, _C. The inter-

polation involves fitting a parabola to three recent consecutive values of _C

when the same control was used for the last two intervals. These three values

constitute the current _!Cc )' previous (&Cp), and pre-previous (_Cpp), values
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of the incremental fuel cost. The following sketch shows a normalized repre-

sentation of such a minimum
_A p

Cc

L_
-1 0

The intervals, (-1,0) and (O,1), represent the previous and current decision

intervals, respectively. The lengths of these intervals are constant and equal

to the time between decisions.

To fit a parabola to these points, we use the form

2
Y =ax +bx+ c

and evaluate this form at the three points: (-l,ACpp), (0,ACp) and (I,ACc).

This yields three simultaneous linear equations in the three unkno'_,Tns, a, b,

and c :

b+c = Z_C
PP

c = ACp

a+b+c= gC
c

The solution to these equations is given by

a = (AC - 2AC + AC )/2
pp p c

b = (f_Cc - t_Cpp)/2
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Differentiation shows that the minimum occurs at

= -b/(2a) ,

and substitution of the preceding values of a and b yields

provided

= (ACpp ACc)/2(ACpp - 2£C + gCc)P

ACpp - 2ACp + _Cc # 0

Because the same control value has been used in these two decision intervals,

it follows from the gradient mode of control that ACp < AC ; otherwise, thePP

control value would have been change_1. Moreover, it follows that AC -< AC
p c

because the use of the same control was continued until the current cost increment

exceeded, or equalled the previous cost increment. The addition of these two

inequalities yields 2ACp < AC + ACc, so that the denominator of the expressionPP

for _ is positive, and hence, non-zero.

It is seen that the value of _ is positive or negative depending

on whether gCpp > Cc or gCpp < ACc. That is, _ is positive or negative depending

on whether the minimum lies in the interval (0,i) or (-i,0). Moreover, the

value of _ indicates the "normalized time" at which the minimum occurred. For

example, if _ = 1/3, then tile minimum ooze-red at the time of the previous

decision plus 1/3 of the time interval between successive decisions.

With the above value of ¢¥, the meter readings, other than £C, are

interpolated linearly to obtain estimates of the meter readings which occurred

at the time when the incremental fuel costs were minimal. This gives the following

formulas for the linearly interpolated meter readings:
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I + ¢_(z - ) , if (_ -<0

Zp P Zpp

Z =

z ÷ _(z - z ) , if _ -< 0
p c p

In these expressions z denotes a single meter reading or a dimensionless

combination of meter readings. As each minimum occurs, the associated set

of interpolated z-values are stored as a row of a matrix.

Finally, it should be noted that the above interpolation procedure

is considerably modified in the event that the current incremental fuel cost

is found to be equal to zero. In such a case, the meter readings at that time

are simply scored as though they were obtained by the interpolation algorithm.

It is convenient to count this procedure as an interpolation so that the

number of interpolations is equal to the number of minima encountered during

a control problem. As discussed in the next section, the examination for in-

variance begins when the number of interpolations has exceeded a threshold

numbe r.

Test fo_" Invariance

As noted above,the interpolated values of the meter readings and

dimensionless combinations of the meter readings are stored. For the Mark I

model these stored values are not analyzed for invariance for the first time

until seven interpolations have been carried out. In tile Mark II model this number

is reduced to I. These threshold numbers are parameters of the simulation

models and in the computer program are referred to as the "current memory limit",

and are symbolized by C_ILIM. In tile Mark I model the value 7 was used as an

esti_ted upper bound for the number of meter readings that a human controller
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might remember. The lower bound is clearly 1 since at least one minimummust

be encountered before the meter readings can be associated with the occurrence

of minimumfuel costs. As described below, the value of C_fLIMcan be reduced

during a sequence of problems if invariant properties are found to exist.

The invariance sought amongthe stored meter readings is of the

simplest type° It is asked whether any of the meters shows a constant value

when the incremental fuel cost is a minimum. If not, it is next determined

whether any of the dimensionless combinations of meter readings is constant

when the incremental fuel cost is a minimum. If no such invariance is found,

the simulation models return to the probing mode of control. If an invariance

is found, then the simulation models select controls in accord with the heuristic

control algorithm.

The stored meter values associated with the first occurrence of a

minimumare represented by the values in the first row of a matrix. The corres-

ponding meter values associated with the occurrance of the second minimumare

stored in the second row, etc. The test for invariance then consists of an

examination of the numerical values in the columns of the matrix of stored values.

Because these stored numbersare estimated by the interpolation algorithm, it is

not expected that strict constancy would he found using this approach, even if

such constancy were theoretically correct.

we assume that if the standard deviation

To permit somedegree of variability

m

s = (i/(n - i)) (I (ziJ - zJ )2)I/2z. , j = l,...,m

3 i=l

•th

is sufficiently small, then the readings zj, on the 3
meter are constant over
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the m minima encountered. To further normalize over the meters it is con-

venient to use the coefficient of variation given by

8.=s /_..
j z. j

]

The tests for invariance are carried out by assigning a threshold

th
value, p, to the coefficient of variation. If 6. -<P, then the j meter, or

]

combination of meters, is assumed to be constant with a value equal to z. when
3

the incremental fuel costs are minimal.

Suppose that a particular meter, or combination of meters, shows an

invariance for two successive control problems. If, in addition, the successive

mean values are nearly equal, then the invariance is said to be "strong"; if the

meter readings have small coefficients of variation, but different mean values

for the two problems, then the invariance is said to be "weak". In other

words, strong invariance occurs when the relevant meter readings are constant

within and between successive trajectories; weak invariance occurs when the

relevant meter readings are constant within, but not between, successive tra-

jectories. In either case the existcnce of invariance assures that the heuristic

mode of control will be used. If the use of the heuristic mode of control does

not result in increasing incremental fuel costs, then the heuristic mode is

successful. The computer logic is structured so that successful heuristic con-

trol yields a reduction in the number of interpolations required in the next

problem before a transition is permitted from probing control to heuristic control.

In the simulation models, if the invariance found in two successive trajectories

is strong, then the current memory limit for the next problem is given by

M,x[C_._M-2, i}
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Thus, a strong invariance reduces the memory limit by 2, but never below i.

Similarly, if the invariance is found to be weak, then the memory limit for the

next subtrajectory is given by

Max{C_FLIM-i, i}

If no invariance is found, no change is made in the memory limit. This change

in the memory limit is the only "adaptive" characteristic of the logic used in

the Mark I and Mark II models.

Definitions of Input Parameters

Table 2 shows a detailed listing of the preset parameters for the

control problems. As shown by the flow chart of Figure l,these parameters must

be set at the beginning of the computations. The symbols which appear in column

3 correspond to those used in the computer instructions. The numerical values

of these symbols completely define the 23 Mark I problems and the 12 Mark II

problems simulated by tile computer.

The table shows that the number of meters M is equal to 23 and 12.

The memory limit CMLIM is 7 and 1 for the two models. The value of F is repre-

sented by FINTERM and is seen to be equal to 3 and 6 as discussed in the section

concerned with the test for initiating terminal control. The value of T is equal

to 1 for both models and is denoted by TCRT in Table 2o The dimensional analysis

procedure requires the rank of the dimensional matrix, the order of the P-matrix,

and the number of rovJs and columns of the Q-matrix. These are given by R,

IPSIZE, IQSIZE, and JQSIZE in the table.
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TABLE 2 INPUTPARAMETERS

Number Parameter Definition Symbol
Numerical Value

Mark I Mark II

1 Numberof Meters
2 Numberof Subtrajectories
3 Initial Numberof Interpolations

Required to Begin Analysis
4 Numberof Decisions Remaining when

Terminal Control Must Begin
5 Threshold Numberof Controls
6 Rank of Dimensional Matrix
7 Order of P-Matrix
8 Numberof Rowsof Q-Matrix
9 Numberof Columnsof Q-Matrix

i0 Initial Value of Variable to be
Controlled:

Subtrajectory 1
" 2
II 3"

" 4

" 5

" 6

" 7

" 8

" 9

" I0

" ii

" 12

" 13

" 14

" 15

" 16

" 17

" 18

" 19

" 20

•" 21

" 22

" 23

Ii Final Value of Variables to be

Controlled:

Subtrajectory 12

" 23

M

PMAX

CMLIM

FINTERM

TCRT

R

IPSIZE

IQSIZE

JQSIZE

GOAL (1)

" (2)
" (3)
" (4)
" (5)
" (6)

" (7)

" (8)
" (9)
" (lO)
" (11)
" (12)

" (13)

" (14)

" (15)
" (16)

" (17)

" (18)
" (19)

" (20)
" (21)

" (22)

" (23)

" (13)
" (24)

6

23

7

3

i

3

3

3

3

470

590

470

580

480

570

4.90

560

710

630

83O

610

650

630

670

650

670

670

610

650

670

620

65O

570.

8

12

6

1

3

3

5

3

ii00.

1148

ii00

1260

960

260

560

640

660

460

320

410

825.



-51-

TABLE 2 (Continued)

Number Parameter Definition Symbol
Numerical Value

Mark I Mark II

12

13

14

Numberof Decisions
Subtrajectory 1

IT 2
" 3
" 4
if 5

" 6

" 7

" 8

" 9

" i0

" ii

" 12

" 13

" 14

" 15

" 16

" 17

" 18

" 19

" 20

" 21

" 22

" 23

Parameters of Transformation Laws:

P = i, 2, ..., 23

P = I, 2, ..., 23

P_ = i, 2, 8, ii

P = 3, 4, 7, i0

P = 5, 6, 9, 12

P_ - i, 2, ..., 12

Cost Increment Factor

Subtrajectory 1
" 2

" 3

" 4

" 5

" 6

" 7

" 8

" 9

" i0

" ii

DEC
f!

fv

I;

;!

;f

f;

;t

;!

lw

H

;v

iv

If

fl

I;

f!

IV

t;

I;

I!

(i)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)
(io)
(ii)
(12)
(13)
(14)
(15)
(16)
(17)
(18)
(19)
(20)
(21)
(22)
(23)

LCA (_P).
LCB (P)

CSI (_P)

CSI (P)

CSI (P)

ETA(P)

V(1)

v(2)

v(3)

V(4)

v(5)
v(6)
V(7)

v(8)
v(9)
V(IO)

v(il)

38

34

30

26

22

18

14

18

17

16

16

16

15

14

13

12

ii

i0

9

9

9

8

8

1.0

i0.0

1.0

1.0

0.i

5.0

1.0

0.5

1.0

1.0

0.i

0.5

1.0

20

20

20

20

20

20

2O

2O

2O

2O

2O

20

0.4140

0.0908

0.0444

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0
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Number Parameter Definition Symbol
Numerical Value

Mark I Mark II

15

16

Cost Increment Factor (Continued)
Subtrajectory 12

" 13
" 14
" 15
" 16
" 17
" 18
" 19
" 20
" 21
" 22
" 23

Miss-distance Cost Factor
P = i, 2, ..., P IiA_X

Reference Levels for Variables to
be Controlled:

Subtrajectory 1
" 2
" 3
" 4
" 5
" 6
" 7
I, 8
" 9
" i0
" ii
" 12
" 13
" 14
" 15
" 16
" 17
" 18
" 19
" 20
" 21
" 22
" 23

17 Parameter Determining the Number
of Controls, P = i, 2, ..., P MILX

18 Threshold Coefficient of Variation,
P : ]., 2, ..., P NAX

19 I,ower CosL-Free Error Limit: for

Endpo_ut of Subtrajectory,
P = ], 2, ..., P I_F\X

........................................................................

V(12)
V(13)
V(14)
V(15)
V(16)
V(17)
V(18)
V(19)
V(20)
V(21)
V(22)
V(23)

W (D

A(1)
A(2)
A(3)
A(4)
A(5)
A(6)
A(7)
A(8)
A(9)
A(10)
A(li)
A(12)
A(13)
A(14)
A(15)
A(16)
A(17)
A(18)
A(19)
A(20)
A(21)
A(22)
A(23)

c (_P)

PSTAR

LOWL (]__)

0.5

1.0

5.0

0.3

2.0

1.2

2.0

0.2

4.0

2.0

0.6

3.0

i00

570.0

500.0

550.0

520.0

500.0

558.0

513.0

740.0

580.0

730.0

780.0

730.0

540.0

610.0

690.0

700.0

630.0

680 0

600 0

620 0

685 0

598 0

650 0

0.0]_0

0.00

1.0

I00

2.4

-2.4

8.0

-15.0

-35.0

15.0

4.0

-2.0

-i0.0

-7.0

3.5

25.0

0.025

5.0
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TABLE 2 (Continued)

Number Parameter Definition Symbol
Numerical Value

Mark I Mark II

20

21

22

23

Upper Cost-Free Error Limit for
Endpoint of Subtrajectory,

P = i, 2, ..., P MAX
Initial Velocity

Subtrajectory 1
" 2
" 3
" 4
" 5

" 6

" 7

" 8

" 9

" i0

" ii

" 12

Initial Acceleration,

= l, ..., 12
Cost-Free Error Allowed for

Invariants, P = i, ..., P MAX

UPL (P)

VEL(1)
" (2)
" (3)

" (4)

" (5)
" (6)
" (7)
" (8)
" (9)
"(I0)
"(ll)
"(12)

ACCEL(_P)

EZI (_Z)

0.00

0.025

5.0

0.0

0.0

5.0

-i0.0

-40 0

20 0

-4 0

i 0

0 0

-" 0

2 0

20 0

0.0

0.025
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The parameter to be controlled is velocity in the Mark I model and

position in the Mark II model. The initial values for the controlled variables

for each subtrajectory are given by GOAL(P),where P = 1,...,23 for _rk I and

P = 1,...,12 for Mark II. In genera], the final value for a controlled variable

is equal to the initial value of the next subtrajectory. The number of decisions

for each subtrajectory is represented by DEC(P), with P = i,...,23 for Mark I

and P = i,...,]2 for Mark II. The table shows that the number of decisions

varies between 8 and 3S for Mark I and is equal to 20 for every subtrajectory

of Mark If.

The values of a and b of the Mark I transformation law, Vk+ 1 = av k + bYk+l,

are denoted by LCA(P) and LCB(P), respectiyely, for P = i,...,23. Table 2 shows

that these values are equal to 1.0 and i0.0 for all Mark I problems. The values

of the three reciprocal time constants _jare given by CSI(P). The table shows

that CSI(p) = 0.4.140 for P = 1,2,8,11; CSI(p) = 0.0908 for P = 3,4,7,10; and

CSI(P) = 0.0444 for P = 5,6,9, and 12. The value of _ is represented by ETA(P)

and is seen to be equal to 1.0 for all 12 Mark II trajectories.

The values of A and B in the Mark I objective functional,

N

C = A _ (vk - V) 2 + B(v N - vf)

k=l

are represented by V(P) and W(P), respectively. The table shows that the values

of V(P) vary between 0.i and 5.0 and that W(P) = i00 for every Mark I subtrajectory.

For the Mark II subtr_jectories V(P) = 1.0 and W(P) = i00 for P = 1,...,12. The

reference velocity level V of the objective functional given above is given by

A(P) for the 23 subtrajectories of the Mark I model and the 12 subtrajectories

of the Mark II _aode].
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Table 2 shows a parameter C(P) that determines the number of control

values available for each problem. The computer logic was structured to permit

control values contained in the following set:

S[0, +__I, + 2, ..., +__C(P)}

The number of controls is then given by 2C(P) + i. For the Mark I and Mark II

models, C(P) is equal to 2, so the 5 control values are contained in the set:

S{-2, -I, 0, i, 2}

The threshold value p of the coefficient of variation used in the

tests for invariance is represented by PSTAR in Table 2. The value is seen to

be equal to 0.010 for the Mark I problem and is equal to 0.025 for the Mark II

problems.

In the Mark I problems, it is required that each terminal velocity

• - v )2be exactly achieved Otherwise the miss-distance penalt_ B(v N f , is imposed

on the fuel cost. This is shown in Table 2 by the fact that lower and upper

limits, LOWL(P) and UPL(P), are equal to zero for every problem• For the Mark II

problems, however, these errors must exceed 5.0 before the miss-distance penalty

is imposed•

The Mark II problems require the specifications of initial velocities

and initial accelerations. These are given by VEL(P) and ACCEL(P) in Table 2.

The last entry in Table 2 shows that the e-error allowed in satisfying

an invariant relation is represented by EPI(P) and is equal to 0.025 for both

the Mark I and Mark II problems.
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An Example of Simu]ation Results

An example of the computer simulations is given below for control

problem number I0 of the Mark I set of problems.

Table 3 shows the information printed out at the beginning of each

Mark I control problem. The values shown in this list are obtained from those

given in Table 2.

Table 4 shows a sample of output for the six meter readings resulting

from each control value selected by tile Mark I simulation for stubtrajectory

number i0. The control value selected is shown by meter 1 and the resulting

up-dated values are shown on meters 2 through 6. This table does not shovJ the

control mode that serves as a basis for the selection of each control value.

However, a detailed computer print-out permits this information to be extracted.

Table 5 shows the control mode associated with each control value

for the Mark I simulation for subtrajectory i0. The selection of y = 1 for the

first control value is required for every subproblem except the first, where the

control value is zero. This first control value is obtained from the first element

of the probing sequence: i, -i, 2, -2. Since probing control is not used again

in this subtrajectory, the second element, y = -i, is not slected from this

sequence. Before the selection of the next control value, the siraulation model

determines that only one control, y = 2, used repeatedly, can yield the desired

final velocity within the remaining number of decisions. Thus, T = 1 and since

the threshold value of T given in Table 2 as TCRT, is also equal to i, terminal

control begins. This mode of control continues through decision 5. For decision

6, hov,,evez-, it is found that T = 2, so that terminal control is susponded. More-

over, since the ]ast choice, y = 2, resnlt(_d in a de.crease of the increm::ntal

fuel cost from 450 to 50, the gradient mode of control choice also yields an
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TABLE3 . SAMPLEOUTPUTOFPARA_IETERINFORIiATION
FORSUBTRAJECTORYNUMBERi0

INITIAL VALUEOF STATEVARIABLE,GOAL(10)

DESIREDFINAL VALUEOFSTATEVARIABLE,GOAL(If)

DECISIONSAVAILABLETOREACHFINAL VALUE,DEC(10)

REFERENCELEVEL,A(i0)

MEMORYLIMIT, CFF_IM

TIIRESHOLDCOEFFICIENTOFVARIATION,PSTAR

ND_IBEROFCONTROLSTOINITIATE TEP_MINALCONTROL,TCRT

LOWERLIMIT ONFINAL VALUEOFSTATEVARIABLE,LOWL(10)

UPPERLIMIT ONFINAL VALUEOFSTATEVARIABLE,UPL(10)

COEFFICIENTOFPREVIOUSSTATEVALUE,LCA(10)

COEFFICIENTOFCONTROLVALUE,LCB(10)

COEFFICIENTOFCOSTINCRE_I_]NTS,V(10)

COEFFICIENTOFFINAL MISS-DISTANCE,W(I0)

630.00

830.00

16

730.00

i

0.010

i

0.00

0.00

1.0

I0.0

0.5

i00.
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TABLE4. SA}_LEOUTPUTFORTHESIX }_TERREADINGSRESULTINGFROMEACH
CONTROLVALUESELECTEDBYTIIE _RK I SIMULATIONFORSUBTRA-
JECTORYNUMBERI0

Velocity Incremental Cumulative
Control Remaining Current Increment Fuel Fuel
Choice Decisions Velocity To Go Cost Cost
(Meter i) (Meter 2) (Meter 3) (Meter 4) (Meter 5) (Meter 6)

1 15 640 190 4050 4050.
2 14 660 170 2450 6500
2 ].3 680 150 1250 7750
2 12 700 130 450 8200
2 Ii 720 ii0 50 8250
2 i0 740 90 50 8300
0 9 740 90 50 8350
0 8 740 90 50 8400
2 7 760 70 450 8850

-2 6 740 90 50 8900
2 5 760 70 450 9350
2 4 780 50 1250 10600
2 3 800 30 2450 13050
1 2 810 20 3200 16250
1 1 820 i0 4.050 20300
1 0 830 0 500 25300
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TABLE5 CONTROLMODESUSEDBY THE)LhRKI
SIMULATIONFORSUBTP_%JECTORYN[NBERi0

Decision
Number

Control Remaining
Control. Choice Decisions
Mode (Meter i) (Meter 2)

i
2
3
4
5
6
7
8
9

I0
ii
12
13
14
15
16

Probing 1 15
Terminal 2 14
Terminal 2 13
Terminal 2 12
Terminal 2 ii
Gradie nt 2 10
lleuris tic 0 9
Heuristic 0 8
Terminal 2 7
Heuristic -2 6
Terminal 2 5
Terminal 2 4
Terminal 2 3
Terminal 1 2
Terminal 1 1
Terminal 1 0
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incremental fuel cost of 50. This suggests that a minimum exists in the incre-

mental cost function as shown by the following sketch.

Incrementa 1

Fuel Cost,

Ac

500 

400 < 14
300

200

i00 /

4 5 6

Decision Number

parabola fitted by

interpolation

procedure

A fitted parabola yields a minimum at decision number 5.5. Thus, the remaining

meter readings are linearly interpolated to obtain estimates of their values when

half of the time has elapsed between decision 5 and decision 6. From lines five

I
I
I
I
I
!
!
I
I

and six of Table 4, it is seen that these interpolated values are 2, 10.5, 730,

i00, and 8275 for meters i, 2, 3, 4, and 6, respectively. These values are

computed and stored. Now Table 3 shows thst the memory limit is equal to 1 for

this problem, so that only one minimum is required in order to initiate the

heuristic mode of control. Because all five of these meters are (trivially)

constant over the required number of minima, there are five possib]e heuristics

corresponding to these five meters. Moreover, every dimensionless product formed

from these values is constant so that every heuristic in the list of possible

heuristics shown in Table 1 is not admissible. This table shows that the

heuristic having highest priority is that based on meter 3, and for the present

problem it takes the following form:

To minimize fuel consumption, choose control values

so that the current velocity, shown on meter 3, is

made equal to 730.
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Because the current velocity at this time is equal to 740 and this value differs

from the desired velocity of 730 by less than 2°5 percent, the model assumesthat

the heuristic is satisfied. Thus, the control values are then searched to de-

termine which control would be expected to produce the smallest change in the

current velocity. The stored increments of velocity, Av(y), associated with

the most recent use of each control y are examined. In this way the control

choice Yc = 0 is found to be appropriate for decision 7.

Decision 8 is also made to keep the current velocity unchanged in

accordance with heuristic number 3. Thus, decision 8 also yields Yc = 0. For

decision 9 the model determines that terminal control must again begin and

selects y = 2. For decision I0 terminal control is again suspended, and the

heuristic mode of control yields Yc -2. This choice is based on heuristic

number 4, of second highest priority, associated with making meter 4 read i00.

Finally, the last six decisions are made under the terminal mode of control because

F, given in Table 2 as FINTERI,I, is equal to 6. The change from y = 2 to y = 1

at decision 13 results from the fact that both y = 1 and y = 2 would achieve

the desired final velocity within the required number of decisions, but y = 1

yields a smaller early arrival time. In fact, y = 1 yields the desired final

velocity at the required time with a miss-distance equal to zero.

Figure 2 shows the resulting plot of velocity as a function of the

number of decisions remaining as obtained by the Mark I simulation for problem

number lO.

Predicted ]]euristics Obtained from _nrk I Simu]ation

The heuristics obtail_ed from these simu]atiolls serve as predictions

of tho_;e that w_]] be verb al_zed by hunlan controllers. In particular, based
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on the simulation for subtrajectory i0, it is predicted that heuristics number

3 and number4 will be verbalized by humancontrollers. By applying the simu-

lation model to the 23 Mark I problems, a set of 23 predictions is ebtained.

Table 6 shows a listing of the heuristics obtained by the Mark I

simulation for the 23 subtrajectories. The numbersrefer to those given in Table

la. It is seen that no heuristic is obtained for subtrajectories numbered 9,

Ii, 13, 20, 21, and 22. This results from the use of the gradient modeof

control with a control value that reduced incremental fuel costs as desired.

However, the rate of reduction of fuel costs is so slow that final terminal

control must begin before a minimumfuel increment is detected. As noted above

for subtrajectory i0, subtrajectories 12 and 18 yield changes from heuristic three

to a period of terminal control followed by another period of heuristic COlltroi

based on heuristic four. With the current computer logic this results in the use

of a second heuristic having the next lower priority.

EXPERI}IENTALSTUDIES WITH HU_IAN CONTROLLERS

The following sections present the procedures and some results of

experimental studies with human controllers. In performing the experiments, we

r0ade the following test hypothesis: The subjects would discover the existence

of the reference velocity, would verbalize their discovery as a recommendation

for a control heuristic, and would use the heuristic to guide their own selection

of controls. To obtain data on the proposed models for the prediction of verbal

heuristics, the control problems listed in Table 2 were presented to 26 subjects.

As previously discussed, these control problems are structures so that the incre-

mental fue] "cost", A(v k - V) 2, is minJli,Jzed by maintaJllJug the curre1_t ve]ocity
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TABLE6 • HEURISTICSUSEDBY_[hRKI SIMULATIONS

Subtrajectory Heuristic Subtrajectory Heuristic
Number Number Number Number

1 3 13 none
2 3 14 3
3 3 15 3
4 3 16 3
5 3 17 3
6 3 18 3,4**
7 3 19 3
8 3 20 none*
9 none* 21 none*

i0 3,4** 22 none*
11 none 23 3
12 3,4**

* The mode] entered final terminal control before reaching
a minimumincremental fuel consumption.

** The change fro:a heuristic 3 to heuristic 4 resulted
from an intervening initiation and suspension of terminal
control.
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vk equal to the reference velocity V. This structure was not known to the

subjects and was not utilized in the computer simulation logic. Fourteen

subjects were employed for the Mark I experiments and for the Mark II experi-

ments. The systems to be controlled are simulated on a CDC3400 computer.

subjects made successive decisions based upon the simulated meter readings.

verbal statements madeby the subjects were recorded for further analysis.

The

The

Description of the Experiment

Experimental studies were performed with 14 subjects as human con-

trollers for the Mark I control problems and for the Mark II control problems.

The subjects for the Mark II problems represented a higher level of training

than the Mark I subjects. As shown in Figure 3 each subject was seated before

a Control Data Type_Jriter console (3401). A set of instructions, given in

Appendix C, was read to each subject and questions regarding the task were

answered. The task was described as one in which the subject had to control

a simulated space vehicle through a sequence of trajectories while minimizing

total "fuel" consumption.

Figure 4 shows that the five control values available to the subject

could be selected by depressing the appropriate keys on the typewriter console.

Ten seconds after the meter readings were printed out, the subject had a five

second interval in which he was instructed to make his next selection. This five

second period was indicated by switching on a small light placed above the

typewriter keyboard. If a subject failed to enter a decision before the end

of this period, the experimenter entered the previous selection of the subject.

This occu1:rc.d 22 times out of a total of 8,722 sel.ectio_s du_ng tl_e experiments.
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The subjects for the Mark I experiments consisted of 14 students

from The Ohio State University. They ranged from third quarter freshmen to

first quarter graduate students and were enrolled in both science and non-

science curricula. The subjects were obtained by placing an advertisement

in the university newspaper and were paid $5.00 each for participating in the

experiment.

The 14 subjects for the Mark II experiments generally represented a

higher level of training than the Mark I subjects. Two of the subjects served

in the Mark I experiment; two more held Ph.D. degrees in physics; two more were

Ph.D. students in psychology. The remaining subjects were enrolled in a variety

of fields° With the e_ception of the two Ph.D. physicists_ each subject was

paid $5.00 for participating in the experiment.

Approximately 1-1/2 hours were required by each subject to complete

the 23 Mark I trajectories. For the 12 Mark II trajectories, the average time

per subject was 45 minutes. After completing the experiment, each subject was

asked not to discuss the project with anyone else who mighL be a subject.

After a control selection was made on the typewriter console, a

Control Data 3400 computer tabulated the values of the current variables in

accord _Jith the transformation equations for the meter readings. Two copies of

the upclated meter readings were printed out. One of these copies appeared in

the typewriter console and served as the record of progress of the subjects.

Figure 5 shows a typical print-out for a Mark I control problem. The

subproblem number, initial velocity_ desired final velocity, and the total

number of decisions available are shown at the top of the page. The six columns

at the left sicle of the page give the follo_._i_ig "meter" readings: (i) mm_ber of
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SUB-PRO BLEI,1 _'O, 19
INITIAL VELOCITY - 610
FINAt. VELOCITY - 650

NO, OF DECISIO:_S - 9

-69-

1,.10. CUP,. DIST, CV COST
DEC, VEL, F.V.

610 -40 0

9 2

CUH.
COST

630 -20 180 180

490 5t;0 590

X

04O

O

X O

G90 740 790

8 1

640 -10 320

7 -2

500 XO

620 -30 80

6 -2

6OO -5O 0

58O

58O X

X O

0

5 0

600 -50 0

tt 0

580 X O

I
I
I
I
I

600 -50

3 i

610 -q0

2 2

630 -20

1 2

650 0

2O

180

5OO

58O

600

780

1280

X 0

X 0

X 0

X

PE_!ALTY = 0

FI[I/",L CUt-IULATIVE COST ::

PAUSE
OK

1280

F]CURE 5. EXAM£LE O]? SUBJ]<CTS' DATA S]I]<ET]?O]IFLMIK I EX})ERZ[FIg.IN']_S
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decisions remaining, (2) current velocity, (3) "distance" to go to reach final

velocity, (4) control value selected, (5) fuel cost for last control selection,

and (6) accumulated fuel cost. The right-hand portion of the print-out displays

a graphical representation of the trajectory of the subject as it develops. The

X's show the sequence of current velocities resulting from tile control choices

of the subjects. The O's show the ]eve] of the desired final velocity.

Tile miss-distance penalty, for failing to achieve the desired final

velocity, is printed-out at the bottom of the page at the completion of the

problem. Because the trajectory of the subject shown in Figure 5 achieved the

desired final velocity, the penalty shown is zero. The cumulative cost shown

in the print-out is the sum of all the incremental costs, shown in column 5,

and the miss-distance penalty.

Figure 6 shows an example of a data sheet for a Mark II experiment.

The information displayed as meter readings is similar to that of the Mark I

experiments. The graphical display of the trajectory was omitted because of

the space limitations of the typewriter console.

The verbal recommendations of the subjects were recorded for further

analysis. Figure 7 shows a subject "radioing back" information which he believes

would be of assistance to another astronaut about to begin a similar flight. At

the end of each subtrajectory, the subjects were asked to relay such information

and to state their confidence in it. These statements were tape recorded to permit

subsequent analysis for the agreement between the rccom_endations of the subjects

for control selection and the predicted heuristics yielded by the simulation

models.
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Experimental Results

As a means of analyzing the data, plots were made of the trajectories

of each subject. Shown in Figure 8 are the simple sketches of the ].4 tra-

jectories generated by the subjects for problem i0 of the M_rk I series. The

ideal trajectory that minimizes the total fuel cost and the trajectory generated

by the Mark I simulation model are also given in the figure. It is seen that

Subjects i, 2, and 4 generated minimum cost trajectories, a_d the trajectories

generated by Subjects 3, 6, and 13 are near]y minimL1m cost trajectories. A

close similarity exists between the trajectory generated by Subject 12 and that

generated by the simulation model.

Typewritten copies of the verbal statements of the subjects were made.

The verbal statements made by the 14 subjects for p_-oblem I0 are listed in

Table 7. In general, it can be seen that those subjects with minimum, or near

minimum, costs used some form of the predicted heuristic generated by the simu-

lation model as discussed in the simulation example (Pages 56-61). The heuristic

of Subject 9, "Make the slope very slight", is well depic.ted by his trajectory.

This subject used the same heuristic for all 23 problems.

Copies of the verbal statements were given to three people to classify.

Two of these persons had bad no previous connection with the project. The third

had served as the experimenter. Each person was given a list of the possible

mode] heuristics for Mark ]l (Table la). Their task was to read each verbal

statement and decide whether or not it was equivalent to any of those on the

list. If the statement was judged to bc_ cquiwllent, the number of the model

heuristic w_s entered on a tally shc_et. Eacb perscm also under]ined the phrases

of each ,_tatemcnt o_ wh_c:]_ they based th_:ir judg_nts. If a st_te_,_c_nt was judged
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TABLE 7. VERBAL STATEI,_NTS FOR SUB-PROBLEM i0 IN MARK I

Subject S tate_ent

I
I
I
I
I
I
I
I
I

No statement (Subject continued to use the strategy he stated

in Sub-problem 2 -- "I have found that there is one speed at

which the fuel consumption is zero and the speed is character-

ized by tile fact that on both sides the fuel consumption

steadi]y increases. It appears to be wise to reach this speed

at which the consumption is zero as rapidly as possible to

maintain the speed of it until the end then dropping or in-

creasing until the final required speed.")

It would appear that it _:ould be to your advantage to find

a minimum point in fuel consumption and then stay there as

long as you can. Be careful to note boy; many steps you have

until you reach your final velocity, ho_.7mo.ny steps it will

take you to reach you__- final w_locity. Then maintain your-

self at the low fuel co_isumption as lo_g as possible and

then make the jump to the final velocity. This method see1_s

to be different with different jumps. In other words, you'll

get a minimum point at different points, but thez_e al\Tays

seems to be a minimum point that: you can reach. Stay there

as long as possible and then make the jump up to the final

velocity.

Be careful punching the buttons. My punching the buttons

wrong costed me an increase of about 15 percent fuel, I think.

I'm I00 percent confident that you should be careful about

punching the buttons.

I'd offer the same advice. I'm 96 percent confident--from

Sub-problem 6. I'd advise trying to find a rest stop that

will consume little fuel when there is no change in the

velocity, holding there, and then approaching the final

velocity in the last few tries.

I
I
I

No statement. Statement from 9--In this flight you reach a

velocity at v:hich the f1_e.]consui_iption is a miniluum. In this

case it was ]ess than the final desired velocity antl you de-

creased by o_e. I'm 75 pe:ccent conficlent that increasing

your fuel to the final desired velocity you will conserve

the fuel.
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TABLE 7. (Continued)

Subject S tatement

!
I
!
I
I
I
I
I
I
I
I
I

I found in calculating the distance unless you look at previous

results and see how many you go over, the distance does remain

the same. Statement from 9--It is almost 100 percent true that

to keep your costs at the lo\,._estminimum, f_nd your place and

stay there. Calculate how far you are from the zero spot and

con___back over at the end calculating correctly. Also at the

begim_ing start out at zero and thel_ go to one side or the

other side to find out which way the scale will go.

No statement

8 No statement

9 I'm confident, i00 percent, I think I'm still following the

same pattern. Make the slope very slight.

I0 No statement° Statement from 9....After you determine your

zero and are using the + zero to ke.ep your costs at a minimum.

Plan to use the minimum number of decision, s to retain your

final velocity like using the majority of +2 or -2 to get to

that velocity once you determine the zero points° I'm i00

percent confident.

ii Proceeding on same theory, confidence is up to 95 to 100

percent. Statement from 6--It's only a theory at the present

time but seems as you either increase or decrease velocity

(and this time decrease) where you reach a point where your

fuel consumption is at a minimum and going to one side or the

•other of that point will cause you to consume more fuel. There-

fore by maintaining that speed until the last how many steps it

takes to reach the velocity desired, you can conserve fuel and

therefore, when you come up to your desired velocity and main-

tain it at zero. Thereafter it still costs you the same

number of units of fuel. The example in this case was 2,300

units and I fee]. Jf I come up to that point, say on the fourth

step, I could maintain zero velocity constantly for the rest

of this problem and still use 23,00 units of fuel.
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TABLE7. (Continued)

Subject Statement

12

13

]4

No statement. Statement from 7--Concerning general strategy
try to find the point where the fuel consumption is lowest
and then keep going until you have the minimumnumber of
possible left that you can build up to you_-final velocity
without having a penalty.

No statement. Statement fronl 9--l'm convinced that it pays
to go past your final velocity, not too far, but to bring
your fuel consumption do_.mas lo_g as you keep it reasonable
so you can bring it back up in the amount of time provided.

I would approach the final velocity with control value of 2
until getting _ithin 40 miles of the f_nal velocity and then
staying there once to see what the cost is, If the cost is
less than 3,200, I _Jould recon_end staying there until your
final decisions. If it isn't, I _,7ouldrecom!_lendgoing to a
velocity of 810 and staying the_-ebecause it is cheaper to
run there than at the final velocity. And then on your
second (next to the last decision) you _,Joulduse the control
value of 2 to drop into the 830.
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to be a heuristic, but not one which appeared on the list, it was copied onto

the tally sheet. Also, any statements which could not be interpreted were

entered on the sheet.

HU79kNCONTROLLERANDTHE}I%RKI MODEL

Comparisons of results obtained from the Mark ! model and the experi-

mental studies with humancontrollers are presented in the following sections.

An analysis of the performance as measuredby subject median fuel cost is made.

This analysis is supplementary to that of the verbal ststements, and provides

a more detailed context for the verbal results presented later. An anslysis of

the verbal statements madeby a panel of three membersis summarizedand discussed.

The use of the median as a measure of location is a convenience in the develop-

ment of this context. It is not asserted that the median Js an appropriate

measure of the performance of the group of subjects. A more detailed analysis

of the fuel costs for each individual subject is presented in Appendix B.

Measure of Subject Performance

Before an analysis of performance is presented, we will discuss the

sequential structure of Mark I control problems and a relative measure of subject

performance° Table 8 shows that the number of decisions available gradually

decreases through the sequence of 23 Mark I problems. This was done in order

tO increase the difficulty of the problems. The table shows that 12 of the

problems require an increase from the initial to the final velocity; ten problems

require a decre_se in this velocity, and one problem requires no change in w__locity.
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TABLE 8. CLASSIFICA'f]Oi,:O])..... J Si,tAl-._. U}JTtlAJ ECTOP, IES

Required

Sul)traj(ctory Number of Velocity Foym of Opt_t,_lal

Number Decisions Chancre Tra]ecto_-v

I ] 38 H.

2 34

I 3 30 -l-

I 4 2 6 -

5 22 -t

I 6 I_

7 I_ +

I S 1;_ -F

I 9 17 -

]0 16 +

I 11 ]6 -

i 12 16 -F
]3 15 -

I 14 14 -I-

15 13 -

I 16 12 4

I 17 11 0
1_ 10 -

I ]9 9 +

20 9 +

I 21 9 -

I 22 _, -}
2B _ -

I
I

(1) f-- ...../

(2) \ ..... -\

(1) / ....... j

(2) k___\

(]) / ..... /

(2) < ......-\

(]) /_.....I

(3) / ........ \

(4) _ ...........I

(] ./

(2 k. ......\

(3 / ....-X

(4 \___]

(5 \_j/

(6) /----_

(3) /----_

(4)
k...... /

(6) / .... -_

(5 \_ ........../

(5 k___J

(o) f .....\

(5) \___/

(6) I \
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The last column of the table shows six forms of the under]ying minimum

cost subtrajectory. The form for subtrajectory number 1 shows, for example,

that the minimum cost trajectory consists of an initial increase in velocity,

followed by a horizontal (constant) velocity, and finally a further increase

to the required final velocity. The horizontal poi'tion corresponds to the

reference level at which the increme1_tal fuel cost is zero. Examination of

this column shows that the first seven problems have the reference level bet_._een

the initial and final velocity. These forms are the simplest types. If the

final velocity is acbieved, then at some previol_s time the reference level must

be crossed.

A convenient measure of subject performance for a particular problem

is given by the ratio R of the fuel cost obtained with the Mark I mode], to the

subject median fuel cost. Because a control objective consists of minimizing

the toal fuel consumed for each problem, small values of both the numerator

and denominator of R are desirable. Consequently, the ratio yields a relative

meast_re between the performance of the subjects as a group and the performance

of the model. If the subject median cost is must smal]er than that obtained

with tbe Mark I model, then R is large and the group perfornmnce is good relative

to the model performance. Conversely, if the subject median cost is much larger

than th:__tobtained with the moo]el, then the group performance is poor relative

to the model performance. The behavior of the R-ratio over the set of control

problems thus serves as a relative measure of the quality of the group perform-

ance, ]in addition, as discussed later, this same ratio may be associated with

group ]_earning.
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It was expected that with only moderate attention to the meter

readings the subjects would detect the existence of the reference level and

would makeuse of it in the choice of their controls. Moreover, it was expected

that the subjects would verbally announcethese detected structures in the form

of heuristics. The first seven problems were desiglled to be easy, but were also

intended to mislead the subjects into expecting the reference level to be be--

tweemthe initial and final velocities. A heuristic based on this expectation

wou]d be found to be inco_*rect in prob].ems8 and 9 where the reference level

lies Jn the samedirection_ but beyond the final velocity. A corrected verbal

heuz_istic to meet this situation wot_!dneed further revision when problem 14 is

encountered. In this problem the subjects encounter, for the first time, a

problem in _,_hichthe reference level lies in a direction opposite to that of the

final velocity. It was expected that subject performance would drop appreciably

at problem 14o Moreover, from problem 14 througll problem 23, the subjects wo_!d

no longer be able to predict the location of the reference level. This would

require some trial-and--error behavior at the beginning of each problem in order

to determine the direction associated with minimumincremental fuel costs.

The follov_ing sketch sho_s that subject performarlce was expected to

be erratic for the first fev.rproblems until the reference level was detected

and used. This would result in improved perforr_.aneethrough problem 13. A

marked drop in performance was expected at problem 14. However, it was expected

that pc-rformancewou]d improve through the remaining problems, but would not

reach the level of tbe earlier prob]ei_s becattse of difficu]ty if: locating the

reference ].eve]..
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Expected
Subject
Performance

/
/

13 14 23

Subtrajectory Number

Correlation Between Mark I and Subject Median Fuel Costs

To make comparisons of results obtained from the Mark I model_ and the

human controllers, the correlation between Hark I and subject median fuel costs

is calculated and plotted. Table 9 shows the media_l of the cumulative fuel costs

for the 14 subjects and the cumu]_ative fuel cost obtained for the Hark I mode]..

These fuel costs include the miss-distance penalties for the subjects. For the

simulation model these penalties were zero because the model always obtained the

desired final velocity for the Hark I control problems.

Figure 9 shows the cumulative fuel cost as a function of subtrajectory

number for the median of the 14 subjects and for the Mark I model. This plot is

based on the numbers shown in Tab]_e 9. It is apparent that a high correlation

exists between these plots. A rather large difference in fuel consumption occurs

at problem 14, as expected.

Figure i0 shows the same results as the preceding figure. With the

cumulative fuel costs plotted on a logarithmic scale, the high correlation is

more clearly seen° Although the correlation is high the percentage deviation

is quite large for some problems. This is shown by the next plot.



-83-

TABLE9. SUBJECT14EDIANCOSTANDMARKI SII.L%_ATION
FOREACHSUBTI!,\JECTORY

Subtrajectory
Numb er

Kilo Units of Fuel

Median Subject Cost* Mark I Cost

I

2

3

4

5

6

7

8

9

i0

ii

12

13

14

15

16

17

18

19

20

21

22

23

35.150

30.400

1.635

76.000

23.850

9.101

8 046

95 250

5 ].80

21 575

128 950

27 225

65 200

80 500

2 175

17.600

11.700

22.600

1.330

44.400

20.650

4.024

4] .700

83.900

39.900

! .830

84.5 O0

ii .400

7.].06

6.166

124,400

10.650

25.300

153.800

32.900

94.5 O0

37.000

1 °020

14.000

10.080

21.800

1.180

33.600

23.250

4.579

47.700

*Median of 14 Subject Costs
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Figure ii shows a plot of the percentage deviation given by

D - Subject bledian Cost - Mark I Cost
Hark I Cost

x I00

as a function of subti"ajectory. The highest percentage deviation, 117.6

percent occurs at problem 14; t]_e minimum deviation, 3.7 percent, occurs at:

p_oblem 18. The average of tlle absolute value of the percentage deviation is

found to be approximately 34 percent, Since this includes problems 14 and 15,

it gives a conservative measure as the upper bound to the percentage deviation.

A lower bound is obtained by taking those problems where the learning is ex-

pected to be nearly complete: Problcms i0, Ii, 12, 13, and problems 20, 21, 22,

and 23. The average absolute deviation for these two sets of problems is less

than 20 percent.

Figure 12 shows a scatter diagram of subject median cost versus the

Mark I model cost on a log-log scale. The plot suggests a linear correlation

exists between these meas_,res.

Figure 13 shows a regression ].ine fitted to the scatter diagram. The

equation of the regression line is give by

lOgl0(Subject M_dian Cost) = 0.525 + (0.877) lOgl0(Mark I Cost)

The figure also shows 95 percent confidence limits for the regression line. It

is seen that these limits easi].y contain the ideal regression line (dashed line)

corresponding to a perfect correlation. Thus_ the observed data do not reject

the hypothesis of a perfect correlation between the model fuel costs arid the

subject reed:[allfuel co:_ts.
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Suh.ject: _,[edian Cost,
Ki].o Units of Fuel_
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The plot shows that the subject median cost was high relative to the

simulation cost for subtrajectories 5 and 14. As noted earlier, the high sub-

ject cost for subtrajectory number 14 was expected. In the case of subtrajectory

number 5,the reference level was close to the initial velocity and relatively

far from the final velocity. Consequently, the problem of when to leave the

reference level was somewhat difficult. Most subjects had not as yet learned

to deal effectively with this situation. The model costs for subtrajectories

i and 9 are seen to be high relative to the subject median costs. This result

was expected for subtrajectory number i because the model begins the first problem

by using the probing mode of control and applying, in succession and regardless of

cost, every alternative control available to the system. This is done to get

some information on the effect of each control. This procedure was not used by

the subjects. The relatively poor model performance on subtrajectory number 9

resulted from the use of y = -i under gradient control for most of the problem.

Although the repeated use of this control was warrented by the decreasing incre-

mental fuel cost, the rate of decrease was too slow to reach the reference level

before the initiation of terminal control. Some subjects, in contrast used

y = -2 and attained the reference level where the incremental fuel cost was zero.

An examination of the deviations of the observed points from the fitted

regression line was made to determine whether these deviations could be regarded

as normally distributed. The results showed a distribution which is symmetric

but more concentrated about the mean than the normal distribution. For this

reason the following significance tests must be regarded as approximate tests.

The slope of the fitted regression line is 0.877. An approximate t-test

of the significance of the difference between this observed slope and an ideal
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slope of 1.00 gives a computedvalue of t equal to 1.18 with 21 degreees of

freedom. The corresponding tabulated value of t at the 0.95 fractile is equal

to 2.08. Thus, no statistical significance is shownat the 5 percent signifi-

cance level between the observed slope of 0.877 and the hypothetical slope of

1.00.

The correlation coefficient between the logarithm of the subject

median cost and the logarithm of the Mark I model cost is found to be equal to

0.96. The correlation coefficient of the untransformed costs is found to be 0.92.

The above analysis suggests a measure of subject learning. Figure 14

shows a plot of the ratio, R, of the fuel cost using the Mark I mo_el to the

median fuel costs obtained for the 14 subjects:

R

Fuel Cost for Mark I Model

Median Fuel Cost for 14 Subjects

Because the objective in the problems is to minimize fuel costs, it is seen that

when R < i the Mark I model performance is better then the subject median perfor-

manceo Conversely, when R > I the subject median performance is better than the

Mark I model performance.

The plot suggests that subject median performance improves for problems

5 through 13. A marked drop in performance occurs at problem 14 but further im-

provement occurs until the end of the set. In general, the Mark I model does

not learn. Only the memory limit changes as a function of experience. This

value became equal to i at subtrajectory 8 and remained at this value for the

rest of the sequence. Thus, the improved performance shown by the subject median

cost can be attributed to human learning. As noted earlier, human learning was

expected to occur in these two segments.
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R < i: Mark I Cost Lower

R > i: Subject Median Cost Lower

2.6

2.4
Subject Median Cost

2.2

2.0

1.8

1.6

R = 1.06111 - (0.66) Nj-13]

(14 -<Nj _ 23)

1.4

1.2

1.0

0.8

0.6

0.4
0 1 2 3 4 5 6 7 8 9 i0 ii 12 13 ii 15 16 17 18 19 20 21 22 23

0

Subtrajectory Number, N.
J

FIGURE 14. LEARNING CURVES FOR SUBJECTS IN _LARK I TRIALS
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Learning curves of the following form were fitted to the data:

Rk = R* (i - r k)

where Rk represents the value of R at the kth subtrajectory. R* and r are

fitted constants. This expression is a discrete form of Hull's empirical

(15)
learning curve. The constants were fitted by minimizing a quadratic per-

formance index expressed as the sumof the squared deviations:

n

Q = I [Re - R*(I - r e) ]2 .
k=l

It is easy to show that for a fixed value of r, Q is minimized by the following

value of R*:
n

k_iRk(l - rk)

R --
n

(i - re) 2

k=l

With this value of R* as fixed, the value of r was varied by trial to improve

the minimum. By such iterations the following equations were obtained:

N.-4

R = 1.46911- (0.66) j ]

N .-13

R = 1.06111- (0.66) j

, 5 _N. _13
J

] , 14 _ N. _ 23
J

The asymptotic values of R are seen to be 1.469 and 1.061 for the

early and late learning curves. As expected, the learning curve for the late

segment of problems asymptotes to a lower level than that for the early learning

curve. The value of 0.66 for both curves is not the optimum value, but differs
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from the optimum by a small percentage. It was found that the samevalue of r

could be used for the Mark II analysis so this compromiseseemeddesirable.

Some Comparisons Based on Chi-Square Tests

To make further comparisons, chi-square tests were performed. Table

i0 shows the computations for a X2 - test. As a test hypothesis, it is supposed

that, based on total fuel consumption, the Mark I model may be regarded as a

"typical" subject. Such a typical subject would have the property that on any

given subtrajectory the typical subject would have a cost better than half of

the real subjects and worse than the other half of the real subjects. With 14

real subjects, the expected number of subjects that would be expected to have

costs greater than the Mark I costs would be 7. Thus, we may compare the observed

and expected number of subjects having costs greater than the Mark I costs. The

third column of the table shows the difference, 4, between the observed and ex-

pected numbers. Subtrajectory 14 is a special case. Because of the expected

degradation of the performance of the subject in this subtrajectory, it would

appear desirable to use 14 as the expected number of subjects having costs

greater than the Mark I costs. If this is done, then the difference between

the observed and expected number is zero, as shown in parentheses.

The square of the difference is shown in the last column of the table,

and the totals are found to be 254 or 205, depending on whether the expected

number for subtrajectory 14 is taken to be 7 or 14. In the first case, the

computed value of X2 is given by X2 = 254/7 = 36.3. The tabulated 95 percent

fractile of the x2-distribution with 23 degrees of freedom is found to be 35.2.
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TABLE i0. COMPUTATIONS FOR A CHI-SQUARE TEST

Subtrajectory
Number

1

2

3

4

5

6

7

8

9

I0

II

12

13

14

15

16

17

18

19

20

21

22

23

Observed Number of

Subjects With Costs
Greater Than Mark I Cost

3

4

6

6

12

8

I0

3

2

4

3

5

3

14

Ii

8

8

9

9

I0

4

5

4

151

Observed Number

Minus Expected

Number_ A

-4

-3

-I

-I

5

1
3

-4

-5

-3

-4

-2

-4

7(0)
4

1

1

2

2

3

-3

-2

-3

2
A

16

9

i

1

25

I

9

16

25

9

16

4

16

49(0)
16

i

I

4

4

9

9

4

9

254(205)
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Thus, in the first case it is suggested that the differences between the Mark I

model and the subjects are statistically significant at the 5 percent level of

significance. However, in the second case, with an expected number of 14, the

computed value of X 2 is given by X2 = 205/7 = 29.3.

Since 29.3 is less than 35.2, in this case it is found that the

observed and expected results are within statistical agreement.

A similar X2-test can be made as follows. Under the test hypothesis

that the Mark I model is a _'typica!" subject, a given subject should perform

better than the model on half of the subtrajectories.

Table Ii shows the computations for such a X2-teSto The expected

number was taken equal to 23/2 = 11.5. The computed value of X2 is then found

to be given by X2 = 327.50/11.5 = 28.5. The tabulated value of the 95 percent

fractile of the X2-distribution with 14 degrees of freedom is equal to 23.7.

Thus, the test shows that a given subject does not perform better than the model

on half of the subtrajectories.

The table shows that Subject 9 deviated widely from the expected

value. The experimenter recorded the following remark immediately after the

trials with this subject:

"Subject 9 demonstrated extremely rigid behavior.

He had good involvement but completely ignored the

cost function even though the subject was told to

minimize fuel consumption several times."

With this justification the same X2-test may be applied to the remaining 13

subjects. The sum of the required deviations is found to be 217.25 and the

computed value of X 2 is given by X2 = 217.25/11.5 = 18.9. The 95 percent fractile

of the X2-distribution with 13 degrees of freedom is found to be 22.4. Thus, with
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TABLEii COMPUTATIONSFORA CHI-SQUARETEST

Subject
Number

Observed Numberof
Subproblems for Which Observed
Subject Costs Exceeded Minus

Mark I Costs Expected,

I 7 -4.5
2 12 0.5
3 4 -7.5
4 I0 -1.5
5 8 -3.5
6 i0 -I .5
7 16 4.5
8 8 -3.5
9 22 10.5

i0 9 -2°5
II I0 -i .5
12 7 -4.5
13 9 -2.5
14 19 7.5

151

2
A ^

20.25
0.25

56.25
2.25

12.25
2.25

20.25
12.25

110.25
6.25
2.25

20.25
6.25

56.25

327.50
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Subject 9 excluded, the hypothesis that the model performs better on half of

the subtrajectories for a given subject is consistent with the data at the 5

percent level.

As another test of how well the model typified the humans, the

following test was conducted. Each Mark I subtrajectory for each subject and

the model was individually plotted, thus producing 15 plots for each of the

23 subtrajectories. The 15 plots for each subtrajectory then were arranged

in a random sequence and given to three persons not previously associated with

the project. These persons were told that the trajectories had been generated

by 14 humansand one machine and that their task was to select which trajectory

had come from the machine. Out of the 69 selections (23 subtrajectories for

three persons) there occurred only one correct match° There were, however,

several matching selections amongthe persons. On subtrajectory i, two persons

selected the plot from Subject 5. On subtrajectory 8, two of the persons

selected Subject 13's plot. On subtrajectories 9, 17, 19, 20, and 21, all

three persons chose the trajectories from Subject 9. On problem 13 and 14,

all persons chose Subject 7's plots. By chance, there should have occurred

four or five correct selections out of the 69 possibilities. Since only one

correct selection was obtained, it appears that it was not possible for naive

persons to visually select out the model's plots from the humans'. Furthermore,

it appears that somesubjects, especially 7 and 9, differed more from the other

subjects than did the model. Subject 9, it will be recalled was the subject

who used a straight line approach for all 23 of the subtrajectories, thus it

is not surprising that his plots would be selected.
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Analysis and Evaluation of Verbal Statements

The verbal statements m_de by the subjects for each Mark I sub-

trajectory were recorded on tape. A typed list of these statements, together

with a list of the possible model heuristics, were presented to a panel of

three members. Two of these members had no previous connection with the research.

The third member had served as the experimenter. Each member independently

decided whether a subject's statement was equivalent to any of the possible

heuristics. If a match was obtained, the panel member recorded the number of

the model heuristic in accord with the numbering given in Table la. If no

match was obtained, the panel member wrote down the statement or phrases made

by the subject. In either case the evidence for the panel member's decision

was underlined on the typed copy.

In the analysis of the results, it was further assumed that if a subject

made no statement, then his last stated heuristic was still in force. Even with

this simplification the analysis was not neat. In many instances the subject

would elaborate on previous strategies, or make new observations of fact that

were correct but did not appear to change his strategy° Wide discrepancies

among the panel members' judgments were then openly discussed and generally

resolved. The most forceful criterion in making these resolutions was the

following. Unless the statement, or phrase, indicated how a control value

should be selected, then it was not a heuristic, and no change in the previous

heuristic was indicated.

The results of the analysis are presented as follows. Table 12

summarizes the results and shows the computation of the conditional probability
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TABLE12. COMPUTATIONOFTHECONDITIONALPROBABILITYTHATA
SUBJECT'SHEURISTICWILLMATCHTHATOBTAINEDBY
MARKI SIMULATION

J

Subtrajectory
Number

Number of

Subjects Having
Same Heuristic

Mark I as Mark I Total,

Heuristic No. (I) (2) (3) T

Conditional

Pr obabi lity,

T/(3) (14 )

I

2

3

4

5

6

7

8

9

i0

ii

12

13

14

15

16

17

18

19

20

21

22

23

3 6 4 3 13

3 6 9 4 19

3 7 I0 5 22

3 8 i0 6 24

3 II Ii 8 30

3 I0 Ii 9 30

3 9 I0 9 28

3 II 12 12 35

None ........

3, 4 12 12 12 36

None .... ....

3, 4 12 Ii II 34
None ........

3 Ii 12 II 34

3 13 12 ii 36

3 13 12 II 36

3 13 12 II 36

3, 4 12 ii 12 35

3 12 Ii II 34

None ........

None ........

None ........

2 12 ii ii 34

0.31

0.45

0.52

0.57

0.71

0.71

0.67

0.83

0.86

0.81

0.81

0.86

0.86

0.86

0.83

0.81

0.81
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that a subject will have the sameheuristic as that obtained by the Mark I

model. Column2 lists the heuristics evolved by the model in accord with

Table 6. Columns3, 4, and 5 give the results obtained from the three panel

members. The totals in Column4 are divided by the product of the number of

subjects, 14, and th_ number of panel members,three, to obtain the estimate of

the conditional probability given in the last column.

Shownin Figure 15 is a plot of the number of subjects having the

sameheuristic as the Mark I model. The lower curve is obtained by using the

minimumnumber of heuristic matches given by any one of the three panel members.

The upper curve is similarly obtained by using the maximumnumber of matches given

by any one of the three panel members. The intermediate curve is the average

conditional probability obtained from the preceding table.

The wide limits for the initial problems can be associated with the

generally "fuzzy" statements madeby the subjects and with the disagreements

of the panel membersover the meanings of these statements. As thenumber of

the subtrajectory increases, it is seen that the panel membersare more in agree-

ment as shown by the convergence of the upper and lower limits. Figure 15 also

points out that the average number of matches increases rapidly over the

initial subtrajectories. The average conditional probability over the first seven

subtrajectories is equal to 0.56; the average conditional probability taken

over the remaining subtrajectories is equal to 0.83. A conditional probability

of 0.786 corresponds to a match of heuristics for ii out of 14 subjects. Ninety-

five percent confidence limits for a probability estimated by the fraction 11/14

are given by the interval (0.49, 0.95).
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Subtrajectories 9, II, 13, 20,

21, 22 are omitted because no

heuristics were obtained from
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HUMAN CONTROLLER AND THE MARK II MODEL

The results obtained from the Mark II model and the experimental studies

with human controllers are compared and analyzed in the following sections. The

performance as measured by subject median fuel costs is analyzed. Correlation

between Mark II model and the subject median fuel costs is determined. The

analysis and evaluation of the verbal statements made by three panel menders

are discussed.

Correlation Between Mark II and Subject Median Fuel Costs

The comparisons of results obtained from the Mark II model and the

human controllers are made via correlation analysis. Shown in Figure i6 is the

plot of fuel cost as a function of subtrajectory number for the median of the

14 subjects and for the Mark II model. This plot is based on the costs shown

in Table 13. Because of the time constants involved in the trajectories of

the Mark II model, these results may be re-grouped according to the time constants.

Figure 17 shows the same information as that given in Figure 16 except

that the results are grouped according to the three time constants. This figure

suggests a high correlation and close agreement for the small time constant

equal to 2.4. For the intermediate time constant, a general correlation is

preserved, but rather large deviations between the costs are also developed.

For the large value of the time constant, the curves show large differences

among the costs. In general, these results suggest that the validity of the

Mark II model in predicting fuel costs depends on the value of the time constant.
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TABLE 13. MEDIAN SUBJECT COST AND MARK II SIMULATION

COST FOR EACH SUBTRAJECTORY

Subtrajectory Units of Fuel

Number Subject Median Cost* Mark II Cost

i 42.77 52.40

2 27.12 16.38

3 151.63 59.79

4 265.69 147.53

5 274.00 232.41

6 418.77 97.78

7 373.83 197.43

8 177.91 204.20

9 425.43 382.40

i0 119.79 148.66

ii 22.80 24.13

12 439.56 761.43

*Median of 14 Subject Costs
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For small values the agreement is good. However, the agreement degrades for

increasing values of the time constant.

Shownin Figure 18 is a plot of the percentage deviation between

subject median cost and the Mark II cost as a function of subtrajectory and

grouped according to the time constant. In general, the results show increasing

percentage deviations with increasing time constant with the largest deviation

exceeding 300 percent.

A scatter diagram of subject mediancost versus the Mark II cost on

log-log scales is constructed and plotted in Figure 19. The scatter is seen

to be appreciably greater than that shownfor the Mark I model in Figure 12.

Plotted in Figure 20 is a regression line fitted to the scatter

diagram of Figure 19. The equation of the regression line is given by

lOglo(Subject Median Cost) = 2.188 + (0.845)lOglO(Mark II Cost)

The figure also shows 95 percent confidence limits for the regression line.

It is seen that these limits contain the ideal regression line (dashed line)

corresponding to a slope of 1.0. As in the case of the Mark I models, the

data do not reject the hypothesis of a perfect correlation.

The above analysis leads to a measure of subject learning. Figure 21

illustrates a plot of the ratio,

Fuel Cost for Mark II Model
R = Median Fuel Cost for 14 Subjects

with values of R less than 1 associated with better performance of the Mark II

model. In the first six problems the subjects were exposed to two problems of

each of the three time constants. After Problem number6 no new time constants
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were encountered.

last six problems to obtain

N.-6
R = 1.55711- (0.66) J

Thus, Hull's empirical learning curve was fitted to the

] 7_<N. __12
J

The value of r = 0.66 was found to be satisfactory for both the Mark I and

Mark II learning curves.

Analysis and Evaluation of Verbal Statements

The analysis of verbal statements is studied in this section. Table

14 summarizes the results of analyzing the verbal statements for the Mark II

control problems. Column 2 lists the heuristics evolved by the model; columns 3,

4, and 5 give the results obtained from the same three panel members as used in the

Mark I analysis. The conditional probability of a match between the heuristic

of a subject and that of the model is given in the last column.

In general, the probability of a match is small, and averages 0.16,

approximately. Moreover, the observed matches resulted primarily from only two

subjects, numbers I and 3. These subjects were also used in the Mark I experi-

ment. Thus, if these subjects are excluded, the conditional probability of a

match is essentially zero. The low probabilities resulted partly from the assign-

ment of inappropriate priorities to the heuristics. The most frequently selected

heuristic from the list of possible heuristics was the first heuristic listed in

Table lb. This heuristic ranked fifth in the pre-assigned priorities.

Table 15 shows the (unconditional) probability that a subject will

state some heuristic contained in the list of possible heuristics. Here the

average probability increases to approximately 0.50.
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TABLE14. COMPUTATIONOFTHECONDITIONALPROBABILITYTHATA SUBJECT'S
HEURISTICWILL MATCHTHATOBTAINEDBY MARKII SIMULATION

Numberof Subjects
Having SameHeuristic

Subtrajectory Mark II as Mark II* Total

Number Heuristic (i) (2) (3) T

Conditional

Probability,

T/(3) (14)

i None ..........

2 None ..........

3 7,3 2 i i 4 0.095

4 None ..........

5 7,3,4 2 3 i 6 0.143

6 7,3,4,8 3 3 2 8 0.191

7 7,3,4 I 2 i 4 0.095

8 None ..........

9 7,3,4 2 2 2 6 0.143

i0 7,3 3 3 3 9 0.214

ii None ..........

12 7,3 4 4 2 I0 0.238

* Columns (i), (2), and (3) correspond to the three panel judges
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TABLE15. COMPUTATIONOFTHECONDITIONALPROBABILITYTHATA SUBJECT'S
HEURISTICWILL MATCHSOMEHEURISTICIN THELIST OFPOSSIBLE
HEURISTICS

Subtrajectory
Number

Numberof Subjects
Using Heuristic from List* Total

(I) (2) (3) r

Observed

Frequency,

T/(3) (14)

i 5 6 6 17

2 5 7 5 17

3 6 8 4 18

4 7 7 6 20

5 9 9 6 24

6 9 9 5 23

7 8 9 3 20

8 8 5 5 18

9 9 7 5 21

I0 i0 8 7 25

ii i0 9 7 26

12 9 9 5 23

0.405

0.405

0.429

0.476

0.571

0.548

0.476

0.429

0.500

0.595

0.619

0. 548

*Colum_s (i), (2), and (3) correspond to the three panel judges
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Finally, it is noted that the penalty for missing the desired final

position for these problems was found to be excessively large. Because of the

difficulty of the control problem and because the penalty for missing the

end-point was large, manyof the subjects regarded the minimization of fuel as

unimportant.

In summary, the results obtained in the analysis of the verbal state-

ments for the Mark II experiment do not confirm the predicted heuristics produced

by the model. However, it is conjectured that with a revised assignment of

priorities, with smaller penalties for missing the terminal positions, and with

more decisions per problem, the model mayprove to be a reasonably good predictor

of the verbal heuristics used by humancontrollers.

CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH

In this report two mathematical models, Mark I and Mark II, for human

decision-making in control systems are developed. Mark I simulates human decision-

making in a first-order control problem, and Mark II simulates human decision-

making in a second-order control system. In constructing the mathematical models,

the following hypotheses are made. The human controller will search for "optimal"

control policies, will generate heuristics based upon the observed data, and

will use the heuristics as his control strategies. Experimental studies with

human controllers were performed to test for these hypotheses of modeling. The

experimental results obtained are quite encouraging, and the proposed models

appear to be a reasonable approach to the problem.
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The essence of the mathematical models lies in the sequential selection

of control values in accord with four different control algorithms. At any given

time, the control algorithm in operation depends upon the number of decisions

made in the past, the number of decisions remaining, and the results of analysis

of empirical data obtained entirely from meter readings. The control algorithms

are further classified as follows: (I) probing control algorithm and (2) incre-

mental control algorithms. During the probing control, the models select con-

trol values, in succession, from a predetermined sequence. During increnental

control, models select appropriate controls on the basis of changes in meter

readings resulting from previous use of each of the controls. The incremental

control is subdivided into three different modes: (a) terminal mode, (b)

heuristic mode, and (c) gradient mode. In the terminal mode,for Mark I the

control is so chosen that the difference between the required final velocity

and the linear extrapolation of the current velocity is a minimum. For Mark II

the control is chosen such that the difference between the required final position

and the extrapolted value of position is a minimum. In the heuristic mode, the

control choice is madeto better establish, or maintain, an invariant relation

amongthe meter readings found to occur when'the incremental fuel consumption

is minimal. The control is selected in order that the expected increment in

the desired meter reading (or combination of meter readings) has the maximum

magnitude and correct sign. In the gradient mode, the preceding control is chosen

as the current control whenever the current incremental cost is less than the

preceding incremental cost.

The primary objective of each model is to analyze data obtained

during a control task so that control strategies, called heuristics, maybe
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generated. These heuristics are derived on the basis of the invariant relations

detected amongmeter readings, or combinations of meter readings, taken at

regular intervals of time during the control task. If no invariant relations

are detected, the model continues a search procedure and gathers more data.

If invariant relations are detected, then these relations are used by the

model in making the choice of appropriate control strategies. Whenthe heur-

istics are generated by the model, it is predicted that humancontrollers

would likewise find, and use, the sameor equivalent heuristics, even though

the search procedure and subsequent experience would be different for each

hunmn.

The heuristics evolved by the models are restricted to a list of

possib]e heuristics, and consequently the humancontroller mayevolve a heur-

istic not,in the list. However, because the list of heuristics is "complete"

in a certain sense, it has been demonstrated that if a humancontroller evolves

a heuristic it will most likely match someheuristic in the list. To simplify

the initial investigation, preassigned priorities are associated with each

heuristic in the list. Problems involving selections amongequivalent and

conflicting heuristics are avoided in the initial study.

A theoretical basis of this research is derived form the Pi-Theorem

of dimensional analysis. Because of the simplicity of the problems studied,

only the invariance of the readings on single meters was involved. Thus, the

dimensionless combinations of meter readings yielded by the Pi Theoremwere

"not needed_ and it follows that the theoretical basis of this research has not

been fully investigated.
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Based on the results obtained to date, it is not knownwhether the

concern in this research with combinations of meter readings is really justified.

Concern with the invariance of single meters maysuffice. However, it is con-

ceivable that highly trained and talented controllers m_y deal with combi-

nations of meter readings. This may require the use of the theoretical basis

in a more general form in order to evolve the heuristics of such controllers.

The heuristic modeof control was developed primarily as a procedure

that would search for invariant relations amongmeter readings and use these

relations, when found, as a basis for the selection of controls. In order that

the model be capable of solving fixed endpoint control problems, it was found

convenient to use three additional modesof control. It is clear that other

computer procedures could have been used that also would permit the embedding

of the heuristic modeof control. For the primary purpose of this research any

such alternative procedure would have been acceptable. The model actually used

represents, at best, a first-order attempt to implement the theoretical basis.

It'is conceivable that other procedures could produce the sameheuristics, but

would differ in the secondary perfornmnce measures, such as total fuel con-

sumption. In this research very little consideration has been given to

alternative procedures for embedding the search for invariance and the heuristic

modeof control.

The basic data obtained from the experimental studies were verbal

recommendations regarding the selection of controls. As expected, the subjects

verbalized their recommendations in a variety of ways. As an example, the reference

velocity, at which the incremental cost was zero, was verbalized as follows:

minimumpoint, level, number, place, rest stop, and zero point. This example
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suggests that it was often difficult to extract the meaning of a statement

madeby a subject.

As suggested by the above remarks, the most difficult and subjective

element in this proposed approach involves the association of the verbal state-

ments of the subjects with the statements in the list of heuristics obtained

from the theoretical framework. Although the agreement amongthe panel members

was good, it would appear desirable to minimize this type of analysis. As one

possible alternative, the list of heuristics, augmentedwith irrelevant but

plausible heuristics, could be presented to the subject at the beginning of

the experiments. After instructions on the meaning of each heuristic in the

list, the subject could then be advised that after each problem he could send

back his recommendations in his own words or choose any of the statements on

the list.

In evaluating these results it must be re-emphasized that the high

correlation, between the fuel consumption of the models and the subject median

fuel consumption was not expected. In fact, no great effort was wade to try

to construct the computer program to simulate the hehavior of the humancon-

troller. Instead, the computer program was designed to use a simple search

procedure in order to generate data° By combining this search procedure with

the gradient modeof control, it was expected that minima in the incremental

fuel costs would thereby be found. By reading (or interpolating) the meters

at that time, the data required for invariance computations would be generated.

It is not asserted that the humancontrollers operate in the manner

specified by the computer logic. Controllers may use widely different search

procedures which are partly randomand partly systematic. It is highly unlikely

that all meters are read or interpolated as required by the model, and it is
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certainly not expected that any subject would use the coefficient of variation

as his criterion for invariance. The basic assumption of the model is that

humancontrollers will generate and analyze data and thereby evolve heuristics.

Agreement between humancontrollers and models was hypothesized in the heur-

istics evolved, not in the procedures used to generate them. The high corre-

lations reveal the possibility that the procedures may be similar. However,

very detailed experimental work and analysis would be required to study such

similarities.

Finally, it is noted that the performance of the subjects was measured

in terms of the median fuel cost. This was done in order to eliminate the large

effect of "outliers" on a measure of central tendency. This desirable feature

is offset, perhaps, by the association of "learning curves" with the median of

a group of subjects. It is clear that learning is basically defined for an

individual, so that such a group learning curve may be misleading and not repre-

sent the learning curve of any individual in the group.

With the qualifications contained in the preceding evaluations, it

is concluded that the proposed models offer a reasonable approach to the modeling

of the verbal heuristics of humancontrollers for a first-order control system

of the type investigated. A similar conclusion for a second-order control

system is not justified by the results obtained to date. The proposed various

modesof control in the mathematical models are applicable to other control

problems than first-order and second-order control systems. The only differences

will be in the form of the recursive formulas and transformational equations.

The basic structure of the model can be used even when the control plant is only

partially known.
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In considering the future research that is suggested by this study,

it is convenient to consider several different classes of problems:

(i) Makean application of the theory to a real-world control

problem.

The problems considered in this study were initiated only for de-

termining the feasibility of the method of approach. With feasibility demon-

strated, it would appear desirable to attempt to makea realistic application.

Ideally, such an application would have the following characteristics. A highly

trained controller would be required to generate a minimum-fuel trajectory using

training and simulation equipment. He would be restricted to the use of meters

alone, and the cumulative fuel used to the current time would be displayed on

one of the meters. At regular intervals he would be required to transmit to

a hypothetical fellow astronaut, about to begin a similar control problem, any

advice he could offer regarding the selection of controls. The statements should

be taped and another astronaut or highly trained person should determine whether

heuristics were evolved by the astronaut and whether these heuristics were pre-

dicted by an appropriately modified, _rk III, model.

(2) Obtain detailed descriptions of a given humancontroller.

For a given humancontroller, the parameters of the models could be

adjusted to achieve the best possible fit to the output of a given humancon-

troller. Because there are several parameters in these models referring to the

characteristics of the human(number of minima encountered before evolving a

heuristic, the initiation of terminal control, threshold coefficients of variation,

deviations tolerated between actual and devised magnitudes, priorities assigned

to meters and combinations of meters, etc.), it is clear that rather specific

sets of numerical values n_y be obtained for a given humancontroller. Once



-122-

such evaluations are made, then predictive studies could be madein which the

samesubject would again be used after the models have predicted his trajectories

and the heuristics used to generate them.

(3) Mark extensions of the current models to permit "learning".

The Mark I and Mark II models do not "learn". Although a "complete"

list of heuristics is produced by the models, the selection of a heuristic from

the list involves preassigned priorities. Ideally, the organization of models

should be modified according to experience. The models also need to be modified

to permit learning relative to the initiation of terminal control. The present

models may initiate and suspend terminal operation several times during a tra-

jectory. This suggests that the initiation of terminal control was early, and

the model should learn to appropriately modify its criterion for terminal control.

(4) Extend the present models to permit several control variables.

The present models have a single control variable. These should be

extended to several control variables having several levels for each.

(5) Extend the logic of the models to permit the use of several heur-

istics.

The present models use a single heuristic from the list of possible

heuristics. Those models should be extended to permit the use of more than one

heuristic at a time. Ideally, the models should "learn" which heuristics are

equivalent, which conflict, and whether conflicting heuristics maybe weighted

or "blended" in someway.

(6) Makepararaetric studies of the existing models.

The existing models have manyparameters which are the set of input

variables to the computer program. The progrs_uing has been carried out to

permit wide variations in the values of these parameters. The operation and
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behavior of the models would be more thoroughly discernable if a large number

of computer runs were madewith the parameters ranging over their permitted

ranges. The following is a list of someof these parameter variations that

would be particularly useful:

(a) Vary the numberof meters and variables displayed to determine

the effect on trajectory and the evaluation of heuristics by

the models

(b) Vary the numberof interpolations required before searching

for invariant meter readings

(c) Vary the numberof controls required to begin terminal

operation

(d) Increase the number of levels for the control variable to

approximate a continous control variable

(e) Vary the threshold coefficient of variation to determine

the effect on evolution of heuristics by the model

(f) Use all possible nonsingular P-matrices to determine the

effect on the evolution of heuristics involving more than

one meter reading

(g) Vary the priorities assigned to the invariance of the

individual meters and the combinations of meters

(h) Wherever the dimensional assignments are arbitrary (e.g. cost),

vary the dimensions to find the effect of these assignments

on the evolution of heuristics of the models.
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In short, this research has laid somegroundwork for the modeling

of humandecision-making in control problems. The design of a mathematical

model which will incorporate sophisticated adaptive logic, associative memory

and learning capability in executing the various modesof control--probing

mode, gradient mode, terminal mode, and heuristic mode--appears to provide

challenging problems for further research in mathematical modeling of human

decision-lnaking in control systems.
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A COMPLETE LISTING OF FORTRAN INSTRUCTIONS

FOR THE MARK I AND MARK II MODELS



APPENDIX A

A Complete Listinq of FORTRAN Instructions

For the Mark I and Mark II Models

DATE 7/05/66 AT
PROORAH M_RK I
DIHENsION IOTEHP (19t_6)

I_IHENsION TEN (?o)
DIHEN',ION IN (I0)

DIMENSION IPLOT (&5,551

DIHENSIoN AHATRIX (_0}

UII_ENSIOhl SHV (8,2n)
DI_ENSIOIq A (50)

DIH_NSION C (50)

DIHENSION cFV(40)

DIHEt4SION cHEAN (401

DIH_NsION cHV (P..O)

DIMENSION CPIHEAN (4.0)

DIHENSION CSGN (_,0)

DIP.ENSION DE.C (50)

DIHENSION E'HATRIX ([9,}'6)

DIHENSION EPI (50}

DIt._I:I'_SI(_HEt_I.Y I151

DIHENSION ESTDG (LS)

DIHENSION ESIDPI (15)

DIHEHSION (_(_AL (51)

DIHENSION I_ATRIX (19t19")

DIHENSIO:,I I_$V (15,20)

DIMEN,310N INTHV (_(_)
DI_-IENSIOH IPl (151

DIMENSION LCA (50)

DIh£tJ.SIoN LC(_ (50)

DIHEI'JSIOt-I LOWL (5(,)

DIHEHSIOH Pf-;iLY (151

DIMENSION P,_4ATRIX (7t7)

Olt_ENSION P)._EAN (4n)

DIHENSION P;_V (20)

DIHENSIDN PPIHEAN (401

DIHENSION PP_-_V (_C_)

DIHENSION PI_IR (4(')

DIHENSION PSGN (4n}

DIMENSION PSTAR (501

[)(HENS(ON Q_._AIRIx (19,7)

DIHENsION scFV (4(_)

DI/-_[hsIO,rJ SPICi3 (8_401

DIHENsION U (15)

DIHENSION UPL (50)

()(HENs(ON V (50)

DIt'_EI'_SION Vt,R (40)

DIHEt_sION w (50)

{RFAL IHV

REAL. I(4It.IV

_EAL IPI

REAL LCA

RI_;AI. LCE_

RFAL LOwL

R{c:AL _._EAS

RI.AL S

REAL 5S

I_
iOO
200
_00
400
500

600
700

BOO
.900

I000

II00

1200

i_oo
1400

ISO0

1600
1700

1800
i900
2000

2100

2200

2300

2400
2500

2600

2700
2800
2_00
3000

3100

3200

3300
3400

3500

3600
3700
3800

3900
4000

4100

_200
6300
4400

4500

4600

4700

4800

4900

5000

5100

5_00

5300

5_00



.A_-2

DATE 7/05/66 AT 165677
INTEGER C

I NTEGF-;I( CHG II_|)X

INTEOER CP4LIt4
II._TE {_ER C._GN

l NTbOE_ I)
INTEGER DEC
I _,JTt.Gl- R H

I._JTt G[_ L

INT_ Gl:fl I'1
INTt- GER P
Ir,_TEGER P'4_TRI X

INT_0FR PRIR
I,.,TIGER PSG:I

IFt1KOER OHA TP,,I X
INTF. GER R
INTEGER ROEc

INT_ GFR T
I NTIEGEN T_.RT
INTE(IER TERFaC
INTLGEft tjKS

INTI GF H NKS
INTEGER INTEIRPL

INTt GER K
IHT_.GER J

INTEGFR Er-:ATRI X
INTEGER PtIAX

IIITi.GER NOPI
IIqTEGE R OS

I_JT_.GE R KS

EQUIVJ, LENCE (EMATRIXoE)

COM{.ION /CC_i,_/CHGINUXt CTAHI.E (_}

COMt10P ;IEC,'_LC/PMATR l X gQHATN IX ,tI!'HATRIX

I)ItQ.NsION IFHTI (7)
EOUIVALENCE ( IFI4TI(3)t IF.LENGTH i

E_:.UIVALENCE I IFt4TI It-_)t IE'r_IDTH)

DIMENSION IUL.IH (20)

DATA ( IFIITI _, 8H(* E_'IATR t

;;H ,
1_ 8H(IX_

'-, _H
•_ FIHISI/) o I14 I

IFHT_ IS A VARIAIH..E FORMAT STATErEt._T USE[) TO PFIINT oUT _EHAT,RIx¢,

I200n 15 A S'_.'ITCH USEI} TC) KEEP f'l_OH PRINI"ING THE TAPE ST(IlIED DATA_
_IO,4E TFIAN ON[" TIt-IE AS THE PI_(')G_'IA,_'iI_ECYCLES THE 2000 _[.OCK_

12000 "-"0

FIT _h,, _PE NU,'_ERICAL TAPE AsSIGN_4ENTS,_

'_T 3 _ 3

f_.bI.' I N() t._T/_

5500

5600

5700
5800

5900
60O0

6100
6_00
6300

6400
6500

6600
6700
6800

6900

7000

7_oo
7200
7300
7400
7500
7600

7700

7B00

7900

_O00
B100

8200

8300
R400

BS00

B600

B700
B800

8900

9000
9100
9200

9300
9400
9500

9600
9700

9B00
9900

10000

IOIO0

10_00
10300

10400
10500

I0_00

Io7oo

In_oo



A-3

FTN 1,4

C
|

C
4

6

7
C

(.

C
¢

I")Al E 7/o5/66 At 145422
_F.w t Nr') HT'_

NEt,[} INPUT DATA ArJO STORE O_'.: Tt,PE,,
Rt.AD 2, IN

FO_'r_AT ( 1nt,ll}
IF t FOFI 6n) 3tl
END FILE 5

_EWlND 5
_tEA[) INPUT [;ATA FROH TAPE A,'.IDLIST,

RF:AI3 (5_) IN

IF ( EC)FtS| 7,5

PR I,iT 6,1N
F(}F_¢'IAT(IX, }OAR)

GO TO

#_F:WlNI} t',
PRINT LI_'_E TO VOID cAUTO EJECT;_-- PROqRAH MAINTAINS A TALLY OF

OF LIN_5 PRINTFU,

PRINT _,
FOR_AT('DAAUTO EJECT RELEASF LlNE,.,,,e,_o,,t.,,.o..,,.,,.,_,_tl_IHl}

STARI '_0 HEAD INPUT DATAt DATA _IUST _E IN THE PROpEI-I OEt)ER t AND

TIIE PHoPER NUt_UER oF CARDS FnR EACH ARRAy,
ALL TWO DINENSIOr,J ARRAYS ARE READ I_'JBY ROWS,

90009

In

Ii

IZ

13

BEAU (StgOuOg)

FORI4AT (gX t I l)
DEAD ( 5_In1

FORe,AT {Ib 1READ { 5, O)
HEAD (';fin)

NEADISw|I)

IIEAU (5rio)
READ (f'tlo)

I_EAL) (5,_Ih)
READ { 5_In}

ITE_!P = P_AX *

REAb (5_II)
FORnAT (FS,?)

READ (5_t2)

FORt_AT (15)
F:E_O 5_11)
_EAO 5_11_
p_:AU _II)

_EAD 5e11)
READ 5_11}

H_AU 5_11)

HLA[) 5,11)
BfAU St, | ).)
READ 5_]2)

FOF_A T ( F"5..P )
[(F.AD (5mII) f
HI-:At)(5t12) t
J = ;t * M . F_

R_'AU (5_]0) ,

t IXOUTPUT

H

t PHAX
C_;L IH

_F ] NI EI_H
, ICHT

, IF'SIzE

, IQSIZE

JQSILE

1
(G_AL (I) , I=I t ITEHP)

(DEC(1) _ILI_PHAX)

(LCA (I ) _I_ ], P_AX )
(LC.P,(I} ,I=I tPHAX}
(V (I }t I_] ,p_AX)

(_(I) t I,,l,PhIAX)

(A(I) _ I,,,I_F-';._AX)

(PSTAR(1) $1=I_'HAX)

(LOVL(1)_I=I,P_(AX)

(UPL( I ), l=l, PilAw.)

( (PHATRIX {I ,J) ,J=l, IPSI2E} _I=i, IPSIZE)

(EPI (I} _ I=] ,PHAX)
( (F)HAINI X {I _J) _J=l, JUSIZE'}, !"1_ IOSIZE)

(Pi_IR (1) ,["I,J)

10_0o

IloO0
1110o

11200

11300

11400
11_o0

11600
11700

II_00

I1o00

12000
12100

12200
12300
12400

12500

I_6OO
l_TO0

12_00
12900

13000
13100
13_00

13300

13_00
13500
13600
13700
13000

13900

14000

14100
14200

14300

14400

14500
I_600

1A700

14nO0

14_no
I_o00

1510O

15200
15300
15400

15500
15600
15700

ISBO0
15000

16000
16100

16200



A-4

FTN },4

C

DATF 7/05/66 AT 1_b42_
NI,.A[) {bIln) { IFM(1)tI-I,_}

Pt_At_ It.4 T_LE SIZE oF THE A NAThIX--IASIZE IS THE R(_v_S--

J_I71" 15 THE COt.S,

IIF'AU { 5t15) t IA_IZE

;_tAb ( 5,151 t JASI/_

i'., F (}f-¢_'lAT ( Ib )

VH Ir_T 16

lb FOR;'IAT(el_A ;_K I_t/t/T _ DI_AI'_NS[OI AIo HATI_]X_t/t_H_ _tPxoet_et

C h_A{) 1_ A_A11_IX A i(OW AT _ TZt_h A_uD PF_INT OUT.

DO Zh 151J[t =ItIASIZE

RE.AD (':,itS) t (A_'AIRIX(dStlF]),JStl;_IIJASITE)

Z, ph'lr.lT 171 ( Ab_ATRIX fJSU)S)tJSUfI=ItJASIZE )

17 FORt_Ar (lXt 2(II 3)

P_INI lh

C E,,IO flEADIN(_ OF IHPuT DATA,

C ]qO [,ILOcK 15 IHE INITIALIZATI(_N OF- IHE PNf)GT_AP4,
1(_0 P=I

I,;NI = 0

I_RST ,, h
CFIG 1NDX'cfl

1FMP= 10,o_]00

DO |Pn ]5u_=lt15

D,' l_-o JSUh=I,20

120 I'W ( l SUP, JSUB ) ,_TEI'IP

C (P) =,'
110 130 I._1Jp=1_40

1 10 PSGr,_(ISUD)=pbIEANilSUBI=PPIHFArj(|SU_I)=O.

IT[ hP = M-R

EhCO{JE (_, 1106, IELENGTH} ITDIP

110_. F (;l_hA7 (1_I)

ENC.}DF ( _%11r6_ IF;wIDTH)

CALl. F_':AI (R_I)

1_.I F_,R_;AT(_ C(_HPUTATIO'_AL FOi_q_)

_[_ITE ( 61_ IFHTI) ({L_'ATPIX(ISUB_JSUt_}_JSUU=I,H}tISU}I=I_ITFHP)
P_:I NT I',1

195 FO_(!AT(It/t_ STAedI_A_D FOSe_

I TI tip = t_ . H

DO l'._q I=I_ ITE_Ip

|"/q IhT(_l_,(I_J) = E_ATVlx(I_II.H(J))

[)n 19' I _ I_ ITEhP

I10 _04 ,! 1 t t_
1_6 EI_AIRIX(I,J) = IDTLI_P(I,,J}

P=_I_,I 19,,
196 F,)I_:,_AT1/,/, _ tlAl_lx_/)

l_'l PI_I_T 19_, (P_ATRIX{ISUI_tJSHB),JSIqi_|,IPSIZE)
I_ fr), HAT(IX,?I4)

PIll qT 199

1"19 F (fl((IAT(/_/_ _ qHAT_ I ^c_,/)

16300

16_00

16500

166on
16700

1t,800
16qO0

17000

17100

17200

17_00

17400

17500

17600

17700

17_00

ITqO0

llio00

I0100

I_200

IR30n

18500

1_00

I_700

I_[_00

1_900

19000

Iolo0

192o0

19300
1_4o0

19500

19600
19700

19_00

199_o

20000

20100

20_00

20300

20400
20500

20600

"_0/00

20_0_

20900

210oo

211o3

21200

21300

21401!

215nn

_1600
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A-6

_ FIN I,I

- 413

C

4O0

r_A T I-" 7/0b/6& A'I 145_'_ Z 2.

$i,, UPPER LIHI1 ON FI_,IAL VALUE OF" STALE VA.RIABLE_.4XtFIS.2o/9 /o 27100

$* CUEFFIC|EI'!_" OF P$_LVIOUS .%TAIL VALtJEt. A_tll')XtF15.2p/, /I _7;200

'i_' COEPFICIF..ifT OF" CONII_OL VAI-UI_ l]otl?X_F15,211* It 27300

'i_ CI)EFFICIENT OF COST INCFILH_NTS, Vo,ISX,FI-%.2,/o /o 27600

$4 COEFFICJEHT OF FINAL HISS UISTAIICEv U*,IlX,FIS,P.) 27500

P;_ ] N'i' 413 ,P 2"/600
I; OR;'_A T (o l SLIP, TI_AJF" CTOt_YO 01 _. / t/, 27700

$_X e _,CONTH OL_, 27_300

$1_X o ¢'l_L HA I _.rItr0'P _ 27900

_q,X 9 _CuHRF-"T_ 21_000

_'qXo _VEL()C ITY_, 2BI00

$')X l _IINCH_EHENTAI._I 2R200

$ 4 X ! 'LLCuHU'L, ,' T | V E_' '1' /t _300

TF_x, '-'CtI_) J C_'_, t 28_00

$'_ o _DI_C 1510i,:S _, 2B500

$_X, q_VE LCIC l Ty_.t 2B_00

$,(,X. 'r'C¢,ST o _, 28_00

_'I}X,°_0ST *. /,/o 2H900

"-, _ CtW {1 )*'I_X, _9000

_.*CHV (Z} _,_lX, P.9100

$oCI-tV (Tl} _ of}X0 _o_00

$_C_,v l_)*,nX, " 29300

_CHV (5} ¢'1_X_ _9400
$_CHV (_} e. SX, 29h00

$/,/) _9600
ICNT _ 3 29700

_nO BLt)cK ESTABLISH[-.'-.; TIlE coNTROL VALUES, ;_9BO0

300 J=|O-C (P} 29900

310 LI (J) r.J-] n 30000

J_,d* l 30100
IF(J .LE,In+C(P}) GO TO 310 30200

#LSUB,_ IS A SUSI_OUTINE FOR PICKIH5 CONTROL VALUES. 30300

C,"LL C'_UFJ(J) 30400
(;0 To 400 30500

ICNT ,_ 3 30_00

pl_ I NT 413 ,P 30700

GO TO _19 30800

400 BLr,CK IS TIIE TRANSFORHATIhN LA_S. 30900

CONI I _iJF_ 3i 000

De> _IH lSt)t_=l,_; 31100

PPHV (ISU_.) =PNV (ISUi,) 31200

61;_ T'_WIISUEI):C_WIISU3) 3|300

CHV(I )=HI.I) 3]400
C_4V (2).P:,V(_)-I . 3]500

CitY (3) =I.CA (P) Ui)HV (3) +I.CU (P} °C!4v (I ) 3| 600

CI4V(4)=(;OAI.(P+I)-C_IV(_) 'ltTO0

C,=V (51,e ( (r.!,v (:_) =A (I'))'_'_r_)*V (P) 31RO0

C:':V (0) =PtIV ((',) *"C,"V (' .) 31900

1t ( IXOLJTI_LIT .Hr. I ) C,O TO q,'414 32000

PHI/IT 614. CIN_THuX, IHTE!_PL,CHLIH, TERHCt l(, DS, l.So KS, NOPI', L 32100

% ,__*t.Pi4 ;', :_2200

F(}vt.:ATIehCH(;IlqHX = o,lSl/, 32300

$'_IHIIHPL = _,l%,It 3?400



A-7

FTN 1,4

415

4,19
42n

_40

_90

C

DATE 7/0'5/66 AI 165_.2_.
$+._CtlLI)-I ,_ t)15)/,

%*"T['-'F(,!C = • m I'_)/)
"k_',I),, _oI._,Io

$o "'.l):L :,_o ).!))/)

_O(_F_S m_ _')YS)/o

$¢_oL Jr(_) 15)13
$_OAL.PHA = _, FI_.3IIX)
0 ON f IrJUE

lI[_)..IP = ((CHV(3) - 440 ) I 10 ) * I
IPLOT(ITE-,'IP)IPLTCtIT) = 5_tl
IPLTCr,_T ,_ IPLTCI'._T, !
PRINT 415 * (ChIV(ISU_)))IStJ_=l_)6)
FoHIIAT (IHot6FIS,3)

I(:NT _ I(JJT * ;-!
IF ( ICNl ,C,E. 54) GO T0 3;)0
DO 4_q ISU('_=ItH

ItN (,JtISUI_)_CHV (ISU_{)-phlV(ISUa)

I$_ ( :F_ST .H_T. 0 } GO TO _90
IF( CHOI)_OX,GT. P"C(P)*I) GO I0 i500

CALL C.¢,U_)(J)

(_o TO 600
I_-)'5T = I#-')_ST+ l

(_O To(460,, l_,On) IFRST
,,nO BLOCK - )NTI:RPOLATIONS AI ZEI(0 cOST INcF_Et_ENTS,

500 II-'(H,)_(:,I)GO TO 55o
IF (IHV (J) _'i),Gl'.0. ) N LN -;_

N= N. I
D n D + I

_l'A. _, • ¢)-_I)) / ({)_I,)

I_"(V.FA5 ,OE. ,_-,)60 TO 1300
L=L:_+ 1
(:,(') TO 4000

550 IF[(:_IV{5)_.0o) 60 "TO TO0

56r, lhll;V (K) =CHV (K)

K=K*I
IF(_,LE,H) (;0 TO _._60
I r,)Tt RPL:' I HTF NPL* 1
I¢1
l)()57.) ISU!)._I_P,i

SHV (I) ISU(I) =lh)ThlV(ISU[X)

K_I

SIAV(I))<) = Sr4V (1-1) K)
I_I-]

IF(I.(_T.I) t,O TO %9o

F=_,*}

IF UK,LI ,H) GO I0 h(_o
IF(IHTI.))PL.(:E.CHLItl} UO TO 1000

6O0 ljLOC)t - C_(OICE oF C0)_TPOL Hy )q)d)_IZIN6.

600 l'_,t);_ ! O-C (I-')
ITF.I.P-- (C(P)¢P))*I,¢.U))

57n

5HO
'590

3_500
3_00
32700
32noo
3_900
33000
331oo

33_00
33300
33_00
33500
33600
33700
33500
33900
36000

36100

34200
3_300
3_400
34500
36600

34700
36_00
36900
35000

35100
35200
35300

354O0
35500
35600

35700
35[100
35900
36000
36100
36200

36300

36600

36500
3_600
36700

361)00

36900
37000
37100

37_00
37300
37400
37500

37_00
37700

37500



A-8

. FTr_ ],4 DLTE 7105166 AT | 6.542_

[JO (,_0 JSUR=Z_UD_ITEHP

IF ([:W(J'_UI_5)o'_P,(_,XXHIq) LiO TO 6PO
XXHIN=I'_v (JSHB eS) =o;,

J=JStfl,
62.0 COb r I_tlE

GO 10 40_

C 700 liL(.)CK - S_ArtCH AL.(;0r_ITH_._,

700 [_ (ItW(Jlh),LT,O,) r,O TO 40o

]F(CI4V(I),E(."ePNV(|)) f_O TO Tt)i)

C.nLL C',Ub(J)
O0 TO 400

740 CeLL CSU_J(J)

r,o TO _00

75(_ It (PPHV(5}oLT,I_Hv(b)) r,O 1'0 t_a

IF( PPI.IV ('.,) ',CHV (5) ,F Q,= Z_ PHV(5)) GO TO 740

C PO0 bLOCK - I_4TEI_POLATION r)F METER REaDIIQC, S,

8_'_0 ALP'IA= (PPHV(5)-CHVIS))I(P,_(PPt4V(5).{_,'_P_.IV(5)),,C_V(5)}}

IF ( ALI-'HA,,I_E,n,) GO TO _0

82n II,._TIW(K)=PHV(K),(ALPHA_(PHV(K).ppItV(K;') )

K=K*]

IF(K ,I.E, (() GO T 0 (_20
60 10 _)00

85_ INT_;VIK)= PI.',V(K),,(/,.LPI_A'_(CHV(K).PhV(K)))
K=K*I

IF(K ,I..E,H) GO TO f3t.}O

C 900 BLOCK - SIORA(;E OF NETE|_ hEAI}INO£,_

900 Ct)NTIuUE

IF ( IXOUIPUT ,h'E, I ) (;O TO 00900

PRINT 888405 ( INTHV(ISUI})_ISU_ ,_ |,,,20)

90900 CON_I_._uC

II'JTFIZPL ,, IUlEF_PL *1

[)(J 9],q I'(Slll)=I_H
910 StW ( I ,_liSUi_) _ I _Tf4V (KSUq)

9_(, T=CIiLIH " 1
93_ StW(I_K) = SHVII-)gK)

I=I-}

It(l ,GT,|) (,0 TO 93O

K_K,I

IF ( K ,LL, _) GO T,t) qP.,

II (II:TEI_I'L °LT, C_ILII4) Ofl0_ ]000
9',0 CALl. C'PJH (J)

(.0 _0 400

1000 _LOCK - cOt-'PUTE COFFFIcIENT OF VAI_IATIOH FOR HE'IER READIK_GS,
Io0(} _'V_ "-- cHLI:_

S=S',=

_. |

lr)10 I .,2

I 0 _ r.) S:S+SHV(IwK)

37900

3R000

3f1100

3_200

3B300

384no

3P500

3n600
3l)700

38800

31_900

39000

39100
39_00

39360

39_00

39_00

39600

39700

39800

39900

40000

40100

40200

40300
_0400

405O0

40600
_0700

40_00

_OgO0

_I000

_1100

41_00

_1300

41400

41500

4]600

41700

41n0o

61900

62000

42100

_2_00

42300

42400

42_00

42600

427na

42BNO

4_000

430o0

_31oo

43_00



A-9

FTN 1,4 I_AfE 7/05/66 A1 145477.
SS=SS* (S,V ( I 9K)e%')

I=I',I

IFll ,,LE, c_LI_+I) On TO In2f,
VAI_IK)_(SS-((5_S)/(HS_I,)) )/C.s_I.-1.)

Ir ( |XOUTPUT _H_.,, I ) GO _O 9_qPq
t'HZhlT H99099 VAh'(K)ISSIStNSoK

i_,</909 F(HI_-_,ATIo VAH • ©_F'_O.t_t/i

$0 SS m #tF_r_e4t/9

St, NS = _orh,/_

$o K _, _.I",/,I)

vlo_o CoNT I!_UE

ClaEAN (K) _ S/(N'_| e)
ClaII_'AN (K) " le
ScFV (K) =VAq {K)/(C_EAN(K)O_;')

IF (._('FV(K) _LT, O, I SCFV(K) - - SCFV(K)

CFV(K) = Sr_,TF(SCFV(K})
IF( C(-V(KI._E. PSTAR(P)} GO TO 1100

10'50 NC)PI=t_OPl * I

HHITE (MTI) Ke CHEAN(K)

(_ 1100 + l_OO BtOCF, S - CO_PUTI-." COtfFFICIENT OF VARIATION FOI!

C CO_HIN/_TIf)NS OF I.',ETEIi nEt, DINGS,

If,10 K=K+I

IF(K ,LE,M) 60 T0 1010

K_,M* 1

FSUH _ 1

III0 I=C_LI_ • I

112. TI-._HP=I.

DO 1130 lSU!halo_.t

IF (sMVll,_ISOt_) ,,r_o. 0,1 GO TO II._0

Tt HI"t=TFHP_' (SHV { I t I SU_) ¢,_EHA TFIIX (KSUIJt I SUEI) )

1130 COl,_'i' I _UE

SPZC'_ ( ItK) ,,TE.t4P

I=I-1

IF(I,oI,I) (.,O TO lilt0

KSUH • KSUR • I

||5_ K=K*I

IF(_,L_,_M-R) GO TO lll_

IF" ( I×OUIPUT ,NF__, l ) Or) TO 91160

PRINT _8920, ((SPIC6(ISU_3oJSUB)_JSUB=ItI0ioISUB=I,B)

IJ_9_.O I.ORt_AT(_ISPICR = _,t/,_

$ (I0 ( 1 x oFIP.,_,) ) )

911_9 CONI I',JUE

1160 NS,,CHL IH

55,_:,= c,
K==M+ ]

1170 I_-

S = SS = 0

111_o S=S*SPICSII_K)

SS--.SS+ (51'ICI_(I,K) _'_?)

I,,I,l

IF(I ,LE. c_LIH.,}) (;0 TO lIHh

li_()O VAR(KI=(SS.((S_S}/INS_I,)) )/((N5_'I,)-I,)

43306

43400

$3500

43600
4_700

43800

&3900

44000

6_100
44200

_300
_400

46500

_4600

46700

46800
_4900

45000
65100
_5_00

45300

_5400

45500

45600
45700

_5800

45900
46000

46100

46200

46300

46400

_6500

46600

&6700
46800

46900
47000

_TlO0

67700

47300

67600

47500

47600

47700
_7fi00

67900

6R000
_8100

6B_00

_B300

4_400

48500

48600



A-IO

FTN ].4 hAIL 7/05166 ,_.T 1654P_

CI-'ll.IEAN(K} _ S/(NS,_I.)

IF (!;(.FVIK) .LI. 0, ) SCFV(N) = - SCFV(K)

CFV(K)"SGPTF(SCFV(K|)

IF { Ix_uIpltT .NE. l I GOTO gl?hO

I-'I_I_JT d9999, VAH(_)tSSISeNS,K

_)l _}0 COI_T I NuE

IF |CFV(K).GF.PSTAR(P)) GC) TO I_!(I

NhP I =NOPI ,-1

CNG_J (K) =1

ITtHP = K - H

D(} ]P|8 J%lJl_ =]tM
IE'I, IF_TEHP(ITFHPIJSUB) = EM^TI_IXIITEMP, JSUH }

W,qlIE l_q-) C!'IHFANIK)t llrJI"Iiv,P(ITt:HP_JSUII),JSUB=It_4)

IF-Z_ K=K*I
IF(K ,Lf., ?*M-R) GO TO ll?o

IF" ( _OPI,LF, n) (_0 TO I;-"_o

I=1

{;,) TO 4000

125_ CALL CSllH (J)

l_ll TO (_(_f)

C |300 + 1400 Bt.OCKS - CHOICE' OF CO_JTHOL ON IIEURISTIc,

lJO0 (.ONTIr,uE

lr ( IXOUTPtI_ ,NV, I ) GO TO 'l|S00

P_INT 88BI{ttCPI tCHVIK_I,CHEAN(KS)wKS

BBBl,_ Fr}P:_AT( lilt _ CPI = _ F _0,3_

t# CHV(K'-,) = _tF1(l.3_ 'n C_.IF^N(K%) ,: e_Flo,3,f, KS = *,I_}

f.'HINT B,rIBpot (IPI (J.SULt) ,,ISHH-=I ,15)

8BBZO FDR;,,ATI/,I,It _ IPI = _,/,/, (]X,F20,]I)

I'RIHT !_UU6_, CPlHL'Ar._(KS),[PIIKS) ,KS

'OBBbh FnPZATl/,It_ CPI_,iIAr;(KS} = _Fi20,3, ° EPI(KS) = =_E_O,3_

913C0 CoNsTrUE

IF ICPIMEr.L'(KS)-_-PI (P).LE. C pl

$CPIHL;,_I(KS).EPI(P ),(,L, cPI

J= l ".-r (p}

i-]_b pI HI.Y(J)= -lO.O_loO

O0 TO I _b

|33r, E51tih I lJ) = ICP 1 _I-A,_)IKS) .CP 1 )11P11J)

IF'(ES'H_PI(J} ,LE, O,) GO IO ]'_!_

PLRLY(J)=I:HV(/}-ESII,PI (J)

IF {Pt._LY(J).LC.G.) |'EF_LY(J_=-I(_.'_"IO0

l J6 i, ,j=,J_ l

IF(.I .I.E, I"_+CIP)) O0 T_) 13;_
l ';U,t =I'_-C (.')

I rE_,P,, (C (,')'_ }, IS_,._

X Jtf,_I r,ln-- 1 h , _ _ I f: ]
r_ 137 JSUV -.15LIB, I l F H_

It (rt_-LY(J_tl_i) .L I, XXHI_} r_O I"0 137;'

XX_'_ ll';:.:l'l I-,H.y (JSU,,)

J._- J',tj
131(, C01_I I"hE

rO TU 600

_ AH[). .

) (,n TO 1600

41_700
_BBnO

4B900

49000
49100
49200

69N00

49400
49500

49600

4_700

69500

49900

50000

50100

50200

50300

50_00

50500

50600

50700

50_00

50900

51000

51100

51_00

51_00

51400

51500

516no

51700

51800

51900

5?000
52100

52200

5_300

5_400

5_500

5?600

5P700
5?_00

5PqO0

5_000

53100

53200

533n0

50_0_

5350Q

53600

53700

53n00

53900

54000



A-II

FTN 1.4 f)ATI- 71o5/66 AT 145422
1400 ISUIJ= IO-C(P)

ITE_P= (C |@) up) ',I SDH
Xi, M!N u lo,*elO1
Do 14_{, JSIlP,=ISUL_ITEMP
IF (IPI(JSU_) ©*_ ,GE, XXMIN ) 80 TO 14PO

XXFIIN_IPI(JSUP) _* i?

JeJ%UH

1470 CONT INIIE

GO T(} 400
C 1500 HLOCK - DETERHINS IF' TEI._41NAL cONTIROL SHOULD 8FGIH,

1500 It'(CHV(_'),GI,O,') GO TO 15i(_

IF(TU.'_IC,CIT,n) (10 TO l_on

PRINT 1505, P
),505 FOm_AT(_ 5up,TFtAJECT()RY" *_Ip_ _ ENDED USING SEArcH _OCEDUL_E,_/_I)

GO TO IBo0

151{) IF(OOAL(P*I)-LOWL(P),LE,C._V(J},AND,
S80AL(P*I),JuPL{P),SE,CtW(3}) GO TO 1890

TmO
JSUI_ ._ 10 - CtP}

1530 IV ( INV(.)SUU,4) ,EQ, O, ) GO TO 1540

E5TD(I(JSUO) =-C_'W(4| I l_'IV(JSUU,_1

IF ( [STD(I(JSUH ) ,uT, O. ) GO TO 1565
Ib40 E, LY (JSUH) _,-lo,*_lO0

60 TO 156r)

]545 Ef{LY(JSUS| ,,= Ci'IV(,,} - ES_DGIJSUB)

Ibsi} IF { E|_LY{JSUBI ,LT, O, } GO TO 1540

T = T • l
156:, JSU_ _ JSUU + I

I_ ( JStltl ,LE, 10 • C(P)) 80 To 1530

IF(T ,LE,TCnT| SO To I57n

•fERrIC _, 0
IF { C_V(2) ,L{., FIqT_H } GO TO 1570

CPI • CHV(KS) / C_EAN(KSI

GO To !'_00
157,_ TE_r_C=TEi(HC* 1

IF (T,GT.O) 1600_i700

C 1600 _ 1700 [;L.OCK . CHOICE OF CONTROL FOR TERMINAL OPERATION,

1600 I:;Uh= ! o_C (P)

XXMIN= I0.*_I01
D{) 16','0 JSUH=ISLff_,ITE,_P

IF(E_q..Y(JStJI_)_*2,6E,XXMIN) GO TO 1620

XXHIN'_ERLY (JSUt_) _o2

J=JSUI_
1620 CONTINUE

(_0 TO 400

1700 ISUE_l o-C (P)
I'IEtIP=|2_C{P))iISU_

O(l 1720 JSUII:ISUt]iITEr.IP

IF(6ST{}_{JS_ffX}*_2,GE,XXf.II_) GO TO i?zo

J_J.%U[_

17_.0 C(lhT1NUE

541OO

54_0
56300

54400

54500
54600

54700

54a00

54900

55000
55100

55_00
55300
55400

55500

55600
55700

55800
55900
56000
56100

56_00
56300
56400
56500
56600

56700
56_00

56900

57000
57100

57200
57300

67400
57500

57600
57700
57fi00

57900
58000
5aloo

58200

5_300
5B400

55500

5_600
58700
5SBflO

58900

59000

59100
59200
59300

59400



A-12,

(IN 1,4 DATE 7105/66 AT |4_422
60. TO 400

C IHO0 t_LoCK - DETE[_HINE PENALTY AND TOTAL. CORT,

|bOO ALO_L = GnAI. IP+L) - L_wL(P)

AUPL • GOAL(P*I) *UPL(P)

IF (ALo_L ,L.F ,CHV(3) .AND

$AUPL,_E. CMV(3}I GO TO 1610

IF(CNv(3),LT,AL.O_IL} O0 Tq i_O!_

TcsTn M(P|_(LCHVL3)-AtnPL.|k_|

PRINT 1_04_ TCST

|U04 FORHAT(OOPE_'ALTY ISDtF20,_)

TCST ; TC'_T • C_VLG)

P_INT 18n6, TCST

|80_ FORI4AT(_ TOTAL COST IS k_FP_2)

60 10 |R2n

18q5 TCST= _{P);((ALOWL-CHvL3))_)

PRINT l_O_t TCST

TCsT = TC_T * C_V(_)

PRIr_T l_06e TCST

GO TO lf_2q

181q Tc_T • TCHT _ 1

IF ( TCHT ,LT, )i ICPT m

%cST . Ct_VtGI

PHINT 160T e TCST

FORHAT(e PENALTY IS Oeo/e _ TOTAL COST IS _oF20.2)

K_0

_0 TO 2000

1890 IF (TEf(HC,GT,O) GO TO 1900

IF (IHV(J_5) ,LT, 0,) GO TO 400

CALL CSUH(J)

60 TO 400

C 1_00 HLOCK - CHOICE OF CONTROL FOR TERHIHAL OPERATION,

1900 ISUII=LO-C(P}

ITEt_P=LC(P)_2)*ISUH

XXM[H•IO,_•101

D n 19_n JSIJH=ISUHeI;EH_

|F(IHV(JSU_t4L_O_.OE,XXHIN) GO TO 1920

XXHItJ=IHV(JSUHt4)_2

J,J'.U,

192o CONTINUE

(_O TO _0_

C 2000 I.LOCK - DETERHIrlATION OF HEURISTICS AND COt_FIDEt_CE MEASURES

C _ND HFHOHY LIHIT FOR NEXT SUBTRAJECTORY.

_000 CONIINIJE

IF" I 12000 ,EO, i ) GO TO 2009

12000 • 1

EPII) FILE HI,

END FILE _T.

_EWIHu _tT

_FWINI) _4T

IF ( IUTEI'PL ,LT, CHLIH ) GO TO 2009

P_INT 200|,P

2001 F()N_I.tT(_|_.ETER5 HEADING CONSTANT FOR SUDTRAJEcTo_Ye_I_v/o/)

1807

' IB_O

59500

59600

59700

5_800

59900

60000

60100

60200

60200

60400

60500

6n&O0 .

60700

60800

60_00

61000

61100

61200

61300

61400

61BOO

61600

61700.

61_00

61900

6_000

62100

62200

62300

62400

6P500

62600

6_700

62800

62900

63000

63100

63P00

6330_

63600

63S¢0

63600

63700

63800

63900

6_00o

64100

64200

643nn

64400

64500

64600

64700

64800



A-13

_00&

lo_l

_O0.q

200b

I.'05

OA_E 7/95166 AT | _,SA._ _'

DFAD P'13) IDO;4lt |UU_2 6_900

IF ( r,_Fi rlT3) 2005t _004 6r_f)0O

P_INT ln61o |I)tl_, ll)Ut_,_ 65100

ICNT • IC,"*T * I _,20t)

IF ( ICN1 _I;E, 54 ) GO TO 2n17 65300
FONf_ATI_O_H_N COSt INC_IE_[NTS ,aRE t4INIHAL', HFTER "t 6T1400

$ I_,#' t-_EahS *IFI7._) 65'500

f,Q TO ZO0_ 65600

kFAO {#!T41 IDLP4le (IOUH(|SIP_I)tISUn,_II H) 6_700

IF ( EOFtHT4) _0001 2006 6T'800

et_It'_.1_-Ob, IbU_ll I IbU._ll!iUiht-1-_UO-l't H) 6SgC_O

IC/'q • ICIIT + l 66000

|F t IC,'_T .GE, f_ ) GO TO ?nl9 66100"

FO_t'AT(,_O;HEN cost INCHE_'NT5 A_{E H|NIHAL_ THE FOLLO'_'INo CO!40INAT_ 66Pno

It*IoN OF t'ETFR IlEADINGS FOUALS *tFIf,2 66300

St/i;,6lbl 66400

_o TO _'00_ 66500

_(10_} nEW Ir_l_ _T3 66600

_EWI_4D Iql,_ 667b0

2009 dSW _, 0 66800

K•_** I 66900

IF (KIGTt2e'M -p ) (_0 TO _Ob8 6?000

IFIPSr},"J{K)*CSGf,_{KI*NE,I,) GO TO P000 67100'

T_ P • _ I, • LIS ) I ( Z, • DS | 67_00
IF IK.[O.KSI (_0 TO 2r, l_i 67300

Z010 ]F(ItI_q.LE,?} IS"/_'_ 67_'00

1F ( L ,Lt., H .AND. P_EAN(K).En. CHEAN'(_')) GO 10 ;_nZO 67_0

IF ( K .GT+ N .AP_I) m PPlttFAq(K) .E t}. CPIPI{;AP'!(K)} GO TO 20;_0 67600

pRiNT _'n] h,K 67700

_ol"" FOF_'AT (*nDIPENSIO_q.LSS PAR_IETf'R HU'4-)ER _tI?1 67800

l'_ IS ],_v_ IAiJT WIrH1N BUT NOT UETvEEN SUBTRAJ.r-_CTORIES 4') 67900

GO 10 2o,00 680C0

_{)17 PR l_,_T _o01 68100

ICsl z 3 68;'00

GO 10 2(_0_ 68300

_019 pRIt_T ?001 6B¢00

IC_T • _ 6_500
GO TO _005 6_6_0

P-(ll{_ Pr,_lhT _00';i K_ TF_IP 61_700

k_OO_ FqRI_AT (*OC.fl_*FIOFhcE HE_SIJRE OF _'IEURISTIc _ASED ON "I 68800

_.,,I'II:t_ISIO;_LESS PAIIAI4ETEH NUHIIER _,IZI_ IS EOUAL ii 6_(#00

SeTO *,F 21).4) 69000

J,;a , I 6_100

b'} TO _010 69200

?o?o IF ( ,IS# .F.(,. I ) I.qW = 3 69300

pHI .'_T _g?*) _K 69400

202', Ftd_!IAT(_'OI)IvFrI_;IO,'ILES_ _U_",IER etlp_e IS INVAP. II.NT *t 69c_00

$*WllHltJ A';r) HFT_:EEtl SUUTNAJECTO!_IES '_) 6gGO0

_n TO _000 6q700

2050 JhU'_ = P'_ ;<-!_ 69_400

tm @06rl ]%LU_m) _##0 69900

PP I_:EA q ( I Z';LId ) =cP If:EAH( Z StJO) 70000

|"_Et.q (l$!tll) = C_:'_-A_'_(|bUt t ) 70100

2000 p'-.Or_(ISU_) ,_ CS,';;;{[SIJU) 70_00
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FTN ],4

2681

DATF 7105/66 AT 145422

IF (15'_,FU,_) C_t.I_In(:HLIH.I

lf (CMt. II%LI, 1 ) C_L 11_ 1

DO ,,_070 I%UH = 1_ _%

IF ( I-(,U;t .FQ. (U,OAL(P*i') - 44,11 / 10i • I ) GO TO 2070

IF ( IPLOT(ISU_()t'C(_) , 2).E0, RH )

tlPLOTIISIJI_,I_EC(F) +2 ) = 0

_o70 Co;Jt lnuF

Ill _4p • ((OOAL(P..I) - 440) 1 101 * |

IPLOT(ITEtlP,DFCIp)*.,) = &TR

IF { CHV('_) .tO. 0,) IF'LOT(IIEHb'.I_EC(P)._' ) =' gAB
ITE_'IP = 4'40

Or1 2(.'7% I%ub==2*45

IPkOT(I50,tl) . ITE_UP

2u75 III-_',P ,, ]TF_.',P a. I0

IIF_'P - OC,('..(p)

DO _'0rt0 ISll_ = 2, 5=3

IPLOl(ItlSO_ :) " IIEuP

IIEHF ' = ll[_l' . I

IF ( IT[P '_¢' ,LT, 0 ) GO TO 20(J5
_[180 C,hNT INLIE

2(_05 l'IE,':P • DFC(P) •2

JTt" _!P ,. ',0

I'tl I _'_T 2n!l ?,p

FOR';AT('qvEIOCITY AS A FIIr',CIIoN Of REHAININO DECISIONS,,, I

So Fur SHH"rlr_AJECTo!_Y%,I3tI_I)

DO 20q0 I_;U') w 2 _ 45

dTf_p • dTEl_i:' . i

2090 PrllhI 209g, (IPLUIIJIEMPIJStlBI,.ISUIIoIIIIE_PI

2qgb FOR'AT (IX(, 13_ 55(_'X,RI ))

P,")I_'_T 2013,, ( IPLOT(I,ISUelI*ISU[I=.:.',_ITFI_F')

2060 FL) 'HAT I|XI]X I 55(IX,12))

II'LTCNI - ,.,

DO _0q_ ISU[_ • |t45

00 ,2096 d_;l#l _,1,55

_U96 I _ LOT (ISHB,J%UO| m B;"I

P=P'I

12000 • 0

IF ( P .E(.). 8 ) GOAL|P) w 570.0

RkwIqo t_T-_

NEW ltafl _T,

If (P,L! .PI_AX) (iO 'IO 200

pt_ I rut 3001_

3000 Ff)_WATI_'IFI'_O OF IliA.J**)

C.'LL FXll

4000 *' = 1

_t.l_ IF { PI_IU(K) ,_O, L ) GO TO 4:.15

K • _ * 1

r;O 10 4fl|r,

_',',15 I_ I CSbNIK) .f:Q. | ) ,'SU 70 4a17
• ':)|_ t • t " 1

IF ( L .k_'. 201_-;_) (,0 TO 4nO0

H = 0

70300

70400

7n_00

70&00

70700

Ton00

70900

71000

7|100

71200

71300

71400

71500

71_00

71700

71_00

?lqO0

7?00_

72100

72200

7?300

7_400

72500

72600

727O0

72800

77_00

73000

73100

73P00

73300

73400

?_SO0

73600

73700

73n00

73900

74000

74100

74200

74300

74400

745_0

7x600

74700

7_RC0

7_gO0

75000

751n0

75200

75300

75400

75500

7',600
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4O3O

4o45

405O

4{;55

4O60

DATE 7/0S/66 AT 145422

C.LL C ._Ut_ (d)

r.O 10 600

tt _ 1

D_ • C_tV (?)

L_ " t

I_.',, n K

n m _

HFAS m ()_%

IF ( K_ ,(,_E, M * 1 ) 60TO 404')

IF ( C_'qL-,a_ (KS) ,FO, O, ) GO TO 4_16

CP] m ,f.._tV(_%) / Cb_.E_lll, K._.)

J m i0 - c(I,)

l_'l(d} . IHV(J,K$ ! / CHI-;_rttKS)

J n J ¢ l

IF t J ,Wi, C(_) ,, 10) 1300, i,03O.

I("P - I,

K'_U'_ • KS . H

IF ( C_tV{IStli',| .E n. {_,1 Gel 10 _50

TEtti J ,-, "(L:¢P • (CHV(ISIJt_)*n ('_AT;IIX(KSUBoISULI) '}

CONI I_IUE

CPI " IL:t_'

j • In . C(PI

I!HP = O.

DO 4060 lr_l|l_ • let'*
Tt_rff' . TEr P ,t. ((IIr_:,TH|X(KsUB,Isui_) _IHV(JtISUH) I / CHViI_,U_0)

l;'ItJ} ,_ CPl o TI_HP

J• J" I

IF ( J .(_T,, In * C(P}I GO TO 1300

t,O TO _,05b

E: 0

7S700

75n00

7s_0n

76noo

76100

76200

76300

76400

76_00

76600

76700

7_,900

77000

77|00

77_0_

713no

77_0n

71%0n

77_00

77700

77_00

77_00

7_n0o

7f_lOO

Tn_oo

7a3oo

7_4nn

7a_no

79_00

7_70n

7_8on
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FTt_ | ,4
DATE 7/05/66 AT |45422

StlUt_OiJ T ! NE CStl!l (J)

COFIHO_J/CCOH/CF_G]_J_XtCTA_H.F (n)

L+ATA | CTAtlLLuOIOI|I.|It_I._III.])I(CH_]p+r)xmO )
'TYPE |e'+I"E(_E_ CHf,_Ir_UXgCT_tl. E

J=CIJG Ir_L_X- (CH_ |tl(_X/IJ) "6.1

J=CTAftLF. (J) 410

CHG | Idr)X=CH(_ I tdOX _ I

F_ TUP,_

E_f_

100

PO0

400

5O0

600

700

_00

900-



A-17

FTN It'6 f_ATE T/nS/6&
5UIff_OUT I hE EH/_T (RtM)

C THIS
C
C
C
C
C
C

AT I_422

PN(I(.d_H hAS UEErl CHECKEr) ouT A_]I) I$ #OK_ 602066
SUIIhOUTINE [HAT CO._!PUTES EHAIRIX= (-(Ip|Nv,K¢'I) WHF.rIE Q+P ANE

FUN_I%HED THRU LAHELED COHI(ON, DI*:ENSIONS ARE p(IR,R), Q(_;*f_,p}
AtJD I (tl-f_#H-R), PII_V IS CoI_PUTEO FI!OH P AHD HENCI P tIUST I.}E

NON-SINOULAP, K 15 A POSITIVE INTEGER cO._STANT WHICH IS THE

$MALLF.ST INTEc;ER WHICH WILL ALLOv! PINV TO HAVE ALL INTEGER
ENTNIES

COHnONIECALCIP |7173 tO l |g, l) ,E 119_ ;_6)

DIf'IENSIOH ITEMP(TtlA) wlPRI_.IE(SI
DATA {l_'RlrIF=2t 315, It II)

INTE(;ER PtQ,EIR
DO I J-I,R

On I 1-1_r,

ITEI:P (I tJ),_P(1 t J)

I I TEF_P {I tJ*R),,O
DO 2 I-I*R

2 IIE_':P(It I *R) "_I

C CON'_TRUcT ITE_P -' (P,I)
tl() J IP"l,i_

IPIV=I fEMP(IP, IP)

C REDUCE P TO DIAGONAL NATRIX BY INTEGER ROW TRANSFO.P.fIATIO_S,
IF(IPIV) O0 TO PO

;,'2 C0NfINUE
GO TO 19

21 DO 23 J=IP,I_

2,x ITE_!P (IPtJ) _ITENP TIP,J) *ITEHP (I *J)

IPIV-ITL!_P (IP, Ir)
20 D_ 3 I=ItR

IF(I,EO,IP)(;O TO 3

]PP IV= ITEr;P ( I, IP)
Dt_ b J=I*IR

5 ITE_P {I,J) ,ITEMP (I _J} *IPIV.IPPIV;I TE._tp(Ip_ J}
3 CO_',Tll]uE

C COHPUTE LEAST CON_:ON POSITIVE HULTIPLE OF DIAOONAL ELEHENTS
lP_lOb=l

IPIV,IT_ HP (I,l}
IF ((II"h(;[)/IPIV}'_IPIV,EQ,IPROL}) GO TO _.
IPaOD¢ IPF(.",D"IPIV

4 CONT llrllE
IF (IPI_OD,LT,O) IP_OD--IPF_OD
IIIPI,,i¢*I

C F!I'LTIPLY Pl_'_VHY ROW bY LCH,
1.196 I=lti:_
NUL T = IP_OI1/I TEHP ( I _ I)
ITEf:P (I,I) =IPROD

O0 6 J=INPI,IR

6 I ILhP (I, J),,ITErIP (I tJ) =.HULT
C l)FTtR'!lhE IF PIS _It_GULAR,

IF(IPIV,E'),O)GO TO 19

1oo
200
300
400
5o0
600
T00
800
900
1ooo

11oo

12oo
1300
1400

1500
1600
1700

)Boo
1900
2000
2100
_200
2300
2400
2500
2_00
2700
ZRO0
2QO0
3000

3100

3200
3300

3600
3500
_600

3700

3RO0
3_00
4000
4100

4200
430O
4400
ASO0
4600

4700 '
AnO0

Ago0

5000

5100
5200

5300
S_00



A-18

FTN 1,4 . _ . DATE 7105/66

¢
9

AT 1654E2
IP=I

RE'HOVE FACTOI_ OF PIHV AHF) K.
Ii'lV='IF'RIt_E(IP)

IF ({ITf:IFIP(Iel)/IPIV)_IPIV.E{),ITE_P(|,.]_')) GO TO ?

IP"IP',I

IF (IP.GTe_) E%9
bO IO J,,IRPj,_IR
DO In I=l,_

IF ( (I TI MP (l',,d)/IPI V| _IPIV.F.Q, ITF.MP (l i J) } I011)
C_)NT IP.!UE
ITt _q"(l. l) ' I IF _'IP{l tl}/IP IV

{)0 J2 J-lqPltIR

DO 12 I,=l.,,_
ITt_:P(I,J) =, ITCHPiI.J]/IPIV
_O TO 13
IF (lAf)S (ITEMP (I iJ) ) .LT. IPlV)O114
IHP mH-I_ -
FORH -QePINV
DO %5 I"I,IIf_P

Dr) 15 J._IIR
IPIV-,)

DO 16 K'=ItH
IP IV- I PIV-Q ( I tK) '_I'Tl-MP |KI J,,n)

E {I tJ) =I_'Iv

ADD K,*I TO FHATRIX

{_r)17 l=l.lf'P
DO 17 J-l_(i'ltP,I

["(I,J)=o
DO IB IP:=l.lnP

E(IP* R *Ip)-_I TE::p (1 el)
RETUt_H WITH EHAT_IX m (.Q_pIl#Vt K_I)
_ TUFffe

EXIT IF I-,15 51NGULr,_.
PF:IhT l'12tf_t ( ( ITErff'(I_.J) tI-I tF_)_J:l _ In)
FORttAT(_TH 'e,'_eP-F¢ATRIX IS SINGULA_.R:.IZI(7110')')
C:LL EXIT

12

II
R

15
C

17

Is
C

C

Ig

55oo

5600

5700
5BOO
5900

6000

6100
6_o0
6300

6_o0

6500
6600
6TO0
6B00

6gO0

7000
7_oo
7_00
7300
7_00'
7500

7600
7700
7_0o

7g00
BOO0

BlOO
B?O0

8300
8400
8500

@600
8700
8800
BOO0

9000
9100
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FTN 1._ hATE 7105166

I)lf_it_SlON VA_ (_0)

PIAL I}ITHV

Rf. AL I_l

RIAL LOlL

PEAL P+EAS

l_i-.AL ¢.

pEAl. SS

| t:l L'b._ I_ CI<GI HOX

]H1i. (+It+ C_iI_IH

INTE bFk U

I ++TE(,,i I+ l)t.+ C

l t,,I L(JF:I+ li

lIJ)'l (,_-:P L

li+ll t, ptP+ L%

If'l+ (,! i+ N

l,ilL.,+JfR p

l+:+l t,EI+ P;tATHIX

lhl t (;f-l+ Pt_IP

Ibllll (';1:_ p'._t_:l

|"JT L(,El,l OItlttH ]X

I _+It (,F I+ m

I ++It (-,LG RUE+

I,JILGE l{ 1

l,+lt l+pi( tCt+I

lr,TE(_I i_ ILi_+_C

I ;+ I l.lil: II l)i(._

i',Tt t+Fli Ni.:S

l'}IEIJl t_ K

It.,li(,[i_ J

I rll F(ii'P, I+I+ATRI X

l 'ql L.+,KI_ p',Av

liiTI bFf( F,;,H-'I

|I,Tt _Fit ()%

AT 15_515

INTt ii+li l,k

rOl)l VALENCF (E",',TP I i( tE )

Clii_llt)ll /CCO:I#'CHI.IPIhXi CTAFtLf2 I'_)

{OMr+O._/L- C/_L CiPelATII I _, t!)F1AI t+ I X t f I!ATt' | l

t_LilVALtNCF ( IFllll (31 i I_ LFIIGIlt)

[oUIVALtIJC._'. ( II'HII I!,)i l[llllilitl

O|ttt, lif, l_'H II'UZ4 176l

DAIA ( IF;'III I, flltllt EIIAIfl I

l illii _i i l# I.# l I

i U+tll _+l I

ttZ+I!,l 1) ! l'l t

, I,tl ) )

lFi4r! IS A VARIAI+EE FUIIH_iI STATLH[P_T IlSIZI.i TO PI+INT OtlI *lt.IAti+ZX#o

_(,00

_?00

5n00

5_n0

_OPO

_100

6200

63_h

_4_0

6500

6_00

6700

_0_

7000

TiP0

7PO0

" 73o0

7_00

¥500

7_o0

77o0

7_100

7_o0

_000

nlon

_3on

N400

_5no

_oo

B?OO

lifO0

_900

_O00

llO0

_00

g_0n

_AO0
_S00

_0O

q700

9_00

qgOO

I0000

lOlO_

l_?no

ln_nn

l_4(10

InSon

logo0

!_70_

]OtlO0
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i;rl IQ4
C
l;

i,AT i. 7 / Oi_/i'>6 AT | ',nSl'i
l?oO, IS a S,!tT(,H tPSLI,I TO KEEl) Fko <4 PPlNTiN(; TiQ TAPE _l+(_l_Fia ()4.TA_
IIO_¢[ TdAtJ ONt' TD'E A.% life P;_Oi,_A_ rKCvCLL_ I'llE _000 )ILOCK.

I;_000 - 0
C HT i_NI AI_'E rJUI<:E_ICA.L TAPE II_:;SIGNt-ItNTS.

_T 3 = 3
t#T 4 • 4.

tl_ ii I I'll_ t4T?,
PF.W [ NfJ ttT4
ltl- Wl rID P,T';,

(_ tlEAD iNPUT IIATA Atil) STONE O._J TAPE,
I PLA) P., lrl

t-tlTt. (_,Pl IN
,_ F OJ:lI,_4.I"( 10/=ll)

IF" I I-OF't e>?l 3,i
3 . liiO FILE 5

I_E+Wi rill 5
¢ RE,_D II'IPLJT OATA FROt) T_.PE. AIILI l..ISl,
II - [lEAD IB,;¢| ltl

IF (IrOFlb) 7i_
5 PIIINT 611_1
b FriI:tiAT ( 1Xl I OA-_i

i;_ lO 4.
T f f !>lItlll 5
C. t't'ltil LIhE TO VOID #AUTO [JECTI-- PInGRAH Hlil-ITt, lt_S I T/.LLY OF

t ('t I lhl.$ PIIU;TFOo
I': l;il "-II

It FfH_'ATIllA/tLITO LJI_i:T I_ELE4SI_' LlhPll,,ielileiellit" ,,,,,et/illlil
(_ _IAI;I i(I i!EA8 I_IPtiT DATA) f)kil NIJ5T HE IN THE PI_OPER OEI.IEtll AI_I)
C 1,iE P!;rllJIll Ilillliltlt I_l" CArlOS _'(_ E'ACH At_itAyt
C ALL TWO [Jlt4INSInN AI_I_AY_ AIQ: RE'All its ely tlOW_,

rtlAiJl'+_t'_l)l Ol#) i IXf.'UIPU?
'90009

I0

11

t 9PIIAI (gxill)
Ilt.AU I 51|OI i H
f OIn-ihT ( 15|

ILIAD %llOI CI'IL lit
PEAl) 5_ I II r INTI.I_
I.!EAU _lJ0) TC_:T
kEAU 5,101 II
_EAD Sll0) IP%IZE
l_l: All 511#)1 I(_%t/E
_I[.AD • 5t I(ll JOSTLE

1 ll_HP NHJ, X 1
r'LAU 51111 IO0/_L ( 11, I-I el If t_t_l
ri_li:_Al F_). ;?l
IILAD 5i12} I (OEEiI)'l=ltn#tt.X)
t'O_n^ l I l 5)
PLAll I 5ill) e (CcIII)'i_IIP_AX)
i_IAD I 5till t It lltlllii_llP!141)
I.l£tli} ( %till t IVillil_ltl'l;.'tXl
lll'AO I 5111) I I',l(l_,l=l)r'nAicl
NtAi'l I 5,111 , IAllill=llPtlJ._l
RtTAL) ( 51lOI I ICillililiPf lt_X )

16900
Iio00
Itlno
It?on

114_o
IlboO
tl4_o
IITOO
11"00
lifO0
I_nno
i_tno
12_o0

1_00
17500

i?_on
!_70n
l_lo0
179n_
13000
1_10_
13_on
13_o_
13_0o

13_n0
13_00
!_70_
1_00

l_qoo
IAO00

I_lOO
IA_O0
14.'100
14._nn
1_500

IA60O
I_700
14_0

l_?OO

1_100
l_o0
1_t0_
15400
15S00
I'_00

lb70n

I%900
160_o

161n_
16_on
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2on

300

4on

5on

&00

7nO

[;00

,JflO

lOOt)
1100

IP. O0

_o
14(',0
i .",oo
1",00

170o

I _nO

Ul'.;!ir;'_lO:,_ .g:-_lTf_lX (;::0"} .................. 1o00

OI_L'Y, IO:_ _,t_V (8,P.O) _'O00

()!t:i-_iS[_:,_; t, (5o1 ?.lOG

Dl/".-i'.i!_Ior,,' C (bOJ PPOG

l_J _:_.'_'_I0_! c_V{_O) " ?30n

{} i ;_6.';:-, I 0.,: CI'VAH (40i _'400

OJ;:f.f.J:<!()F,_ C:';V (;'0) ............. P_#IO

[>T_!..-rL;IO'._ c*'l|;vc, l_ (40) 2f.,00

f)T_.t;:_It):: C_(_ (40) " " 2700

('_[!I'F..?IC,|C);J '_t:C (':,0) 2_qO

l;l;'.<t']')IU:'_ F._I/,T_IX (19,76i 2"_00

[ It:.l"_To_' t]r'l (50,) _000

" !;It "::_" I:_;* Ei, LY (lb) .......... 3100

r)l;'.[ :r,l,bh F.'-_ToO (15)) 3_00

olt;LI'F_IO:I r:_I,)Pl (]5) " - 33o,5

O(_tH-,IOi',i I:';',Tt'IX (19t19"} " 3500

_)lli:ii',;",I'): 1_-'_ 115,;:0) 3600

t'lht_?-v-lO;,_ I:'_Tt'_V (,-'0) ................. 3706

('l::Ei';_l,)t_ IPI (15) 3E_,_O

i)li,l.:iT,lO_i L.O'-'L (50) 3900

t_Ir'l.h'.,lO;l F'FF:LY lib) 4000

Oi:;;'J'{glO:; P!'AT_].X (7_7") - _100

()[_:L_'-,IO.*'_ F,"E,",t.I (.t. 0) _,_"00

[:Ir',L'_ION PF";.IV (20) _,500

f)It.,Lt,l*_Ioi,_';,f:l;_ (_.0) 46q0

- " OT_;_.hZlOt_ p'._t_,"_ (,',0) .......... 4700

I)It_!.r;f,[(;i, P._TAP. ('._fl) 4800

,,_ DI-:_*;Ion C;,,aTF'IX (Z9_,7) _nn
[:I':l.r._l, lON .':.CFV (40) 5000

i, _ " " E'I;;L(_IO._J ;_I'IC,J (_,401 " 5100

I'_I_:}'J,.'.',IO:$ U (l'i) 57(10

e {)I_:Lt;510;_ Uf-'L (501 " " , 5300
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FTN 1,4

15

6

(,

U

t7

C

I|flA

1 "J b

I,ATE ?/05/66 AT |Sqr,15

_.AD ! Sill) * |PSTA_|I),I_),f'!_AX)

LEAD I S,111 * (LflWLII)$1=I*P'_X)

t_ At) (5, 1 l) t (._CCFL ( 11, J _1,0_'AXl

Pi'e._ ( _,,_'1 • ({on,_I_IXtI,.II+J--1,;P._IZr._,_|-I,IPSIZE|

13 FORI_AT ( Rr+*2)

_F_D { 5ill) * IFPIqI),I_Id'_AX)

I_(:AO (5_IZ) • (('3,"_,T_l_.(l,.,JIsJ=lsd_l_lZEl_,l=l,[,tt_lZFI

j a= _ e.H . R

DEAD ( 5,)fl} _ (PNlb_{|)t|_l*J)

pLAD 4%_1,_,1 ( IEH(II*IeI_F_t

rEAD 1r4 TH|. 511E hF THE A P,Ili_IX--1A$1ZE 15 THE I_(tWS--

JASIZt_ IS THE CDLS,

_[._(_ I b*15] _ JAbllL

FqRtt" T ( 151

pH | bit 16

FON:'_AT{',mI!fM.'K 11_,/1/+1" Dl_qr_SlO,*l_t. H6Ti_IXO,/,4Ht H_?X*tLl't

I:I.AI) lrl A!:t, IRII A _t!oW AI r A TIv_E ._r_D PIIlNT oUT.

DO _0 l_;Ug =I,IASI/L

_F'AD ( _11%1 I (A;J&TRIXIJSUqItJSIII!_=_ltJASIZ El

;'#IlHT II* ( A_-_AT_I_ (JgUU)$J_qU{Is|tJ/ISIZF)

F_m_A'r f I x, 10131

p_(ll4l I_

Ft=RIIAT (/_/_/I/)

IEPH) kt ,_ttlt.iri OF INPlIT UAIA,

100 I_LOf.._: 1:, THE I_ITIALIZATIOt_ OF" TII_ PROG!tA_,

I00 t'=1

I_I)T • 0

EH.r., I _;DX =0

DO lc?o l'it_,=l,15

DO IZO JS_tII=I_O

IZo IV, V tlSUP,,.I'3Lf_31 _TEhP

C (P) r.,?

DO 13o ISIIq=l,t_O

130 Ph(,q( l'.._'l{O =Pl(_- _,N{ I 5L/_ =PPI I'_t,_t ( 15_%t =0.

[._,C(IUE { _4, lln6, It:LEDrITH) ITLHP

I,,C_It'F ( fl,1106, It"_.Ir)TH| H

C_LL FII_T (Rt_:)

p;._I¢+r |tl_,

rOT+t't,T( n" COI1;'UIAT|O:I_,L FO_'_*)

W_'IIL I AI, IFHTI) ((EII_II_IX(I'3U[ItJt=_UII)_JsU_InlIHI#I%LI't=ItlTF_¢P|

Ph' I P_T 141

Fflh;;ATI/I/IO 5TAHr)A_-D Ft)H:t_)

ltif;p = _'t - R

I_{) |+)+I ,I_ltM

16300

!_400

I_500

16600

16700

1_0_

IfqO0
17000

17100

!_00

17300

11400

17btlO

176h0

177on

17_00

17000

I_000

Inloo

10_00

lF30o

IV4o0

IP'_00.

1_700

I£_t_O0

II1_00

lqnnn

I_100

10_00

193o_

19_00

195e0

19700

4_00
9_00

?0_00

20100

2_?nO

_n300

_0_00

P0_00

?_600

_nlno

2tit_O0

P_¢100

21000

_II_

212nn

_|I_

21400

21_pn
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FTH |.i

19_ "

196

199

_h 19;,

¢

ZrO

2P0

_30

2_0

I)ATE 7105/h6 qT 1__o%15

_NIT_ (61 t ]F_gT I) ¢{IuTE._P¢I,J}tJ=I,:_),I-Is]TLtlP)

_(} 1c_4 I = ]t JTf_'P

f_o 1"; e, d _ ] s M .'

EdAIHIX(IIJ} = II)TE_P(I,J)

P-IhT l_b

FOf_i_AT (/,,/*. u P_IAT_|X'Q/J

PIcI'_I ]_t (;'HAT_IIXIISUft,JSUUI,JSIm=I_IPSiZE}

F U_."AT ( lX_ 71_.)

P:tINT 199

F O_;',AT (/o/t _' O_ATIt | X_',_/)

DO ;0i9;_ [SUB_I._|_S]ZE

f.1;£r ;'_,0, R

F ,'.}t!_A T t " I HAtlUAL CONTROL S I t_UL AT 1 ON* ! /e

t,o C_,hi,l _)T Po3ITIOd APPEAHS 0ti t-_f T_'H HU'HIF:I_ 3uslo/t

$,= I,{!,IA;_CI 'q:ASUNI: I HOM ('OAL APPEARS 0_I t',ETER NUMBER 6",I, le

$" COST Ii'_C'_!HLrlT APPE-AI_S ON _ETL_r_ I'_Ut_!E_ 5*¢/_/!

$_ COHI!IATIV: COST ApPEAI_S O"l _ TFI; NIJ'_!iEH 6_/o/o

_ (,L;_I_E_iT V_LOCITY APPEAI_ _, ON /_E'TEN N!J'"_;t'_l_|]X_ 'aTe_/t/t

$o CIJI!i!F!_T ACCI'LERATION APPEARS O_'l HETU'_ FJ[IIt[_OS 7_tlq_l /t/l

%ll p,'_hllTlO,.,_lFO DIHLP_SIOI,IAL FIAT_IX OF RA;'_K=tI_XII2}

],_'LOT (]tJ} = OH

II"LTChT • 2

?00 ['L.(IC_ I% THE L4RANCI'I POI_IT T0 START EACH NEW ._,UHTHAJI.:CTONY,

D r) _.In I_,I!a_1,_O

CHV ( I.¢,tl;_) :p_V ([SUt_ ) =PPHV (I SUfl ) _0 •

ITli;tl' =. (( C,OALIP) . |001 / 10) i

IPLOTIITE!'PoIPLTct,I) • 5_I

IPLT{;tiT =. IPLICNT • i

I. = I

NOPI = r;S = LS n KS = 0

OK S=NK _ _-T[.;i_IC= 0

J=H=K=0

It_Ti I'h'L • 0

(H01l_nX • 0

If ( p .bY. I I ct'!t;INDX .;

S:!V ( ISIJ ] I J_l 1il ) _ 0.

(".V (?) = f)l:(1(P)

CilV (3) ¢C;01,L {P)

CHV (_.) = (_");'.L(Pi ] )-OO.\L |P)

C':V(7I = VEt (P)

C,4VIB) = _,

Ofi ?_hl ISiiq=|lilO

C',b'ill_Uh)=C,-lf AII(ISUIII=CPI'tEAN (ISUH) = O,

tl I l!_iil,) =0,

_17no

PlnO0

21,trio

2700_

2_1_0

72_o0

_300

2_500

_ZT00

2Z_00

22,)00

_3n00

23100

23_o0

23300

23_00

23_00

_lv, nO

_]gO_

24100

2_300

_4400

_6500

_470D

2_BOO

_4900

2_000

_b?O0

P_300

P_400

_5_00

25600

_b7oo

_bnO0

_5900

_._00

_I00

2_00
_6300

26400

2&%00

_6680

?_700

_,nO0

26900

27000
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FTN 1,4

C

3t_O

f_

4o0

410

414

qOAl4 CONTINUE

lIE r*_;'= ((CHV(3) - I00 ) / I0

IPLUT(IIEHP,IPLTcNT) = 54{_

IPLTCNI = IPLTCt_T _, 1
PRINT 415 , (CtW (l'3Ull) t IS;J[_-L|*fl)

415 FOP_AT (I Hn, _3F'15.31

ICNT = ICNT * 2

IF ( ICNT .GE. 54) 50 TO 300
419 O0 4ZO ISUF_=I,.

4_q IMV (J, ISU;J) _CHV (ISU_'L)-,PHV (I_,UH)

IF ( IF_ST .NE, 0 ) GO TO 600

IF{ CHGINDx. GT, _"CLP).I) 00 TO 1500
4_'0 CALL CSUH (J)

&O TO 600

490 IF_ST ,, IFRST * |

60 1"0(440, |500) IFRST
C

DATE 710b166 "r 15051 c,

IF(J ,LE.Io..C{P}) {;0 TO 3i0
,JCT-I}H,_15 A SUHP, OUTIN('-. FON PICKING CONTI_OL VALUES.

CALL C_;U(IIJ)

t'_O TO _.00

ICNT -- 3

PF_I_T 413 ,P

(_0 TO ¢)q

400 [ILOcK 15 .IHE TRA_SFOR_ATION L_,_
CON I 1 t,;LIE
DO 410 I5Ut,:1,_

PPHV ( 1 .¢,|J_t) _PHV (1 St.J|l)
PHV (ISU_3) :C_4V (ISUH)

C_V(t ) _U(J}

CHV (_ } uPHV (_1 -I •

C'_V(7) = (prY(T} * ETAtP) a C_V(1)) I ( l. * C51(P11

CHV(3) = PHV(3) .',CNV(7)

CHV (41 _GOAL (P, I)-C_'IV (3}
C,4V (b) = ( (CqV (71-A (P) 1"*-'1 °V {P)

C_V (6) -,PHV (a) *C_V (5)

C"IV(8) . CHV(7) . PHV(7)

IF ( IXOUTPUT ,_';E. ] ) O0 TO 90414

P_(Ir'IT 416, cHGINDX! INTERPL,CHLIH, TER.Ct H0 DS9 LSo KS, NOPlt L

$ _ ¢_L{"HA

FOHflATIoOCHGINDx _. 6,I5,/,

$_*OCNLI M • _,15,1,

$&OTEHHC . _, * ISt/_
_'oH _ eoI3o/t

$e OI._S =*t IS,/,

$_'OL.'_ . e,,ISol,

$ _ O_'JOPI =** I_."t I;

$*nL ,,o, 15,1,
_,_'oALPHA u e* FIS,3,1X}

I.i

500 _LOCK - IHTERPOLATIONS AT ZE-_!O cOST INC;_ENENTS.
500 IF|H._';E.I} GO IO 550

IF (IHv(J*:,} ,GT,O.) N -_N -2
N n, N * I

3_500

3_6n0

3_700
3_00
3_9o0

33000
33100

33_00
33300
33¢00
33500
33600

33700
33800
33900
3_000

3_100
34_00

34300 •

34600
3_500
3_600

_6700.

34_00

34g00

35000

35100

_5200
35300

35400

35506
35600
35700
35800
35900
36000

36_00

36300

36600
36500

36600
36700
36_00

36900

37000
37100

37_00
37300

37400
37500

37600
37700
37800
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FTt_ |.&

570

b'-)O

{)ATE 7105166 &T' 15051%
r)= o + 1
HLA.S = (_J*l.) / (!.)_|,)

IF'(':E_ .(*E,o rob) OO TO 1100
t.=Lb* 1
GO I0 _00n

550 #F(t.lqv(5).t_l:.0s) oO TO 700
K--I

5SO ItJTHV {K) =KHV (E)
K=K+I

IF(KoL_,H) GO TO _60
INT_ RPL=I;_T_ RPL+ ]

!:'1
DO 57h ISlt_,,:t,_4

S_4V ([, IsU_) =INIMV (ISUH)

K=I

] =c)_L IH * ]
StWlltK) = sMv {I-1, K|

I-I-I
]F{I,r;T.l% _0 TO 590

K=K*I

IF(K.LE.MI (_0 TO 58_

IF (INTERPL.GE.C.HLIH} GO TO 1000

C _o0 I)L.OCK - cHOIcE OF CONTROL By HINIMIZiNr,.

600 ISUH=]_0-C (Pi
I TEF_P-- {C(P) ©?) +ISUB

XXHIN_ lO.o_'lOl

D_, 62n JS!JF_=ISuB,ITE!qP
IF(IHv(J.';UIi,5)._p.r.E.XXHIrJ) GO TO 6_0

620 CONTIHUE

{,O TO 400
C 700 BLOCK - SEARCH ALC.0nITHH.

100 IF(IHV(JQ_).LI.0.) (.r) IO ¢00

IF(CHV(]).EO.PHV(])) FO TO 15o

CALL CSUkt (J)

r,o IO 400

74.0 CALL C'_U;) (J)
(,0 TO 400

750 IF(PP_V(5).LT.PHV(5)) GO TO 740

IF( PPHV(5),_CHvIS).ECJ. _o P/,(V(5)) _0 TO 740

(_ i_n0 HLOcK - I_JTEI_POLAIIOH OF HETLN PEADI:zGS.

800 ALPHA= (PP_,W(5)-C_-'V(5))/(P.=(PPHV(5)-(2_PIW(5))+CHV(5)))

IF (ALPHA.C,L.0.) {_r.)TO _t_,r_

_0 I_'ITtW (K) =PHV (K) * (ALPHA." (PHV (K) -PP_V (K) "))

_=K'I
IF(_, .L(-. _"l GO T,_ t',211

GO TO qO0
8h_ IIqTHV(K)= P_'!V(K)+(ALP"A_(CHVIK)-Pt(V(K)))

K=K*]
IF(K ,LE,_:) G_ 1() 5hn

C Q00 14LOCK - %TOr_hGF. OF HETr:I'_ flE,Olr;_.S,,

_o0 CONT IrvUE

37_00
3BOO0

3_X00

38300
38400
3n500

3P600
3_700

3BBO0
3R900

39000
39100

39_00

39300

3_¢00
39500

39600
39700

39_o0
3_90o
4oboo
&_loo.

_o_on

4_300
40400

_o5oo
40600

_0700
40800

80900

41000

a|100
41_00

_1300
42400
*isoo
41600

_!7oo
41800

41900

47000

&_1_O

4_oo
42300
4P4nO

_?_00

4P60O

6_7o0
4_00

_7900
43000

43100

43_00
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(.ATf 7/05/&6 41 ]'_JO51 _ -.
IF ( |XOUIplJT .NE. ] ) GO Tt_ (ahO00

I]B[_4(I FONPSAT(S INTMV = o,l,lt(1X,F';rl.3)i
P_INT 8RS_t_! | ]NTbtV(Ic.;U_}tI.%IJ|! = lt2rlJ

90900 COhI|_L)['.

INTI.hPL = ItITF._PL "1

I=I

DO 91n KSilq=liH
_|0 seIV (] tKSLJI() = IfJTHV (KSUr_)

k=]

9_n I-CMLI h • 1

930 St4V(I_K) = ._,HVll-|w_()

I'I-!

]F(I .(iT.t) GO TO 930

K=K" |
IF ( K ,LE. M} O0 TO 9_0
IF (]NTf..RPL ,LT. CMLIH) q60, |000

9(,0 CALL E_;Ut) (J)
_0 TO 400

C tO00 RL(1CK - COMPUTE COEFFICIENT OF" VARIATION FOR HETER READINGS.
1000 NS = Ct_LIH

S=55=0

K=I

lOlO I=Z

55 = S ,¢ r,
10_0 S:,S'SMV (I,K)

5S=SS+ {S,'(V{ItK) _2!

I.',I, I

IF(I .LE. r,_LIM÷I) t_O TO 1020

VAR(K) = (SS- ((S_5)/(t_S'_I.))) / (r.;S41,-I. )
IF ( IXOUIpLIT ,_E. I ) on TO 9]O?N

PRINT figg999 VAR_K),SStS_S,K

_"¢99q FOR!!AT( '_ VAR • ovF20.4t/,

%'D S ,,m etF_O._¢/_

Se NS = ttTStlt

'_10_FI CONT I_!UF " "

CPI_:EAN (K) - ].

SCFV (K) .,VAR (K) / (CHL_N (K),_)

If (Sf:FV(_) .LT. O. ) 5CFV(I'.} • - 5CFV(K)

r.FV(K) = 50_IF(ScFv(K})

IF( CFV(K).GE, PSTAR(P)) GO T{_ 1100
lObO ;,_OPI_OPI _ 1

C¢.GN (g) =1
whITE (HT_) Ks C_EAN(K)

C 1100 + ]PO0 BLOCKS - CO_-_PUTE COEFFICIENT OF VARIATION FOR

C COHt_It_ATIONS OF METER READING3,
II00 K-K_'I

IF(K .LE,,_) 60 TO 101o
K=M*I

KStJI¢ ,_ |

Illo l=C_t, lla * 1
]1_0 TI-_tP,= ].

43300

434n0
43500
_3_00
43700

43R00
43900

4_000

4_1o0

4_00
_&3oo

4_00
44500

44600

44700

4_800
44900

45000
45100

65_00
4_300

45400
45500

45600
45700

4SBO0

45900

46000
46100
46_00
46300

46_00

46500

46_0
a_7o0

46_oo
&6900
47000

47100

47200
47300

47400

47500

47600

47700

47800

47900

4_000
4_100
4n_oo

aB]oo

4_00

4_500

_A6O0
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rTN 1.4 DATE 7105166 AT '150515
DO 1130 |F, Uf_JI.H
IF I S"VII.ISUHI .l:tJ. 0.) O0 TO i]30
TFI4PmTEHP_ (SHV (I, I SUB) **FHATRI X (KSULIt I SUEIj )

| 130 CON| I_UE

SPICH (I tK)._TEHP

l'I-I

It (I,QT,|) GO TO |IP.0

IKStI_ - KSUB • l
llbo K-K'I

IF(KqLI-,2oH-R) O0 TO ]110
IF I IXoUIPUT ,NE* I ) gO Tfl 9J160
PRINT 88920t (($P|CH(ISURtJSUR)oJ._UB=|oIO)t|SUBmltS)

BBgZO FON_AT(_I%PICB • _t/v
$ ( Io (|x,FI?,_,)) )

91160 ChHT INUE

||60 NS-CHL IH

SS_SnO
K,,H* |

117o i-_
S m SS m 0

ll_o 5,S+SPIC8 ( i ,IK)

SS_S5, (SPICB (I oK) "o2)
I,I,!

IF(I ,LE, c_ILIH,!) GO TO liB0
|i2n0 VAN (_), (SS. (ISIS) / (NSeI ,) ) )/( (NSOl ,) =|, )

CPIHEANIK) m 5/(N5"1,)

SCFV (K) _VAR (K) / (C_'IHEANIK) _'2)

IF | ScFV(K) ,LT, 0, ) SCFV(K) • - SCFV(K)
CFV (K) -SQRTF (SCFV (K))

IF ( IXOUTPUT ,NE, | ) OOTO 91200

PRINT 89999, VAN(K) tSStSoNStK
'_lZoo CONTINUE

IFICFVIK),GE,PSTARIP)} GO '(0 |220

NOPI_NOPI, I

CSONIK} ,.I
ITEHP • K - M

DO 121n JSUB mI,M

J21_ IDTEtIP(ITEHP,JSIJD) i, EHATNIXIITEHPo JSlJ_ )
W_IIIE (HT_.) CPItIEAN(K)t (IDTEtIP(ITEHPtJSUB)oJSUBgltH)

l?i'n I(-K" I
IF IK ,LE, 2eH.ll) O0 TO |lTt)

IF ( HOPI,L_* O} O0 T('} 1750
L-I
FO To 400q)

1250 CALL CSUH (J)

r_o TO 400

C I3O0 e 1400 _3t.OCKS - CHOICE 01r CONTROL ON HFURISTIC,

|J00 C()NI I_UE

IF I IXOUTPUT ._E. I ) 00 TO 9130n
PRINT RBRI,_tCPI tCHV(KS)_CHEANIKS)tKS

i18ntn FDIR/-!AT( /e/s e CPI - _ F 2,_,3e

$_ CHV(Kr.) - etfI!;,3_e CMEAN(Ks) m °lFIt).3t e KS • lot2)

PI_INT I_SF_?0_ (IPI(JSUB)oJ_U_-I,15)

8BB2n FOh_AI(/O/o/t * IPl ,, e_/,/, (]XtF20.3))

_B?06
4BnO0
_BgO0
49000

_qIOO

49200

&9300

_00
69500

49600

49700
&gnoo

49900
50000

50100
50200
50300
50400
50500
50600

50700
• 50_00
50900

51000
51100

51200
s_3oo

51500
516_0

51700
5_oo
51900

52000
52100:
522oo
52300

52_00
52500

52600
52700

5?gO0
_30oo
53100
53200

53300

53400

53500
53_n0
537no

53800

53_00
5_000
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FT_ I .4

_13(;0

13_
lJ2b

133o

135_

1370

1400

• 142q

lb00

.lb0_

lbl0

D_T_ 7/¢)5/66 _'_T 1_'151_
I'*l'tlrJl _qSB'.0* CP|HI:AI'J(I(_} I[l _ I (K_,) ,kS

f-_lNr_Al (/,l/s'J CPIMEAHIKS} = ¢*{.PO, 'I* °

E()N r I_UE
IF (CPlqEAr'II_SI-_PlIt'I,LE. cl'l

kCPII1EAh(KSI',EP'I.I P).GL, ('Pl

J=10-C It_)
l(-'llPllJl,iv_,O.) G0 TO 1130

PLRLY (J) = .10.a*i00

GO 10 ILlt_l,
e STUP I (Jl _ (CP I_EMIIKSI -CP I )IIPlIJI

IF (LSIJ)PI (J} .LE. 0.} GO Tfl |3_S

PERLY(J) =CMV(t'}-ESIOPI IJ)

IF (PFIVLY(J).LL.O,) PFPLYIJ}=-IO.*_IO0

,l:_ J'* 1
]F(J .LE, IO+cIP)) GO TO i3_.0

IgOH =IO-C(P)

I rein,= (g (R)*_) ,IsU_;

D') 1370 JSIJU=ISUB,IIEHP

IF IPEI_LY(JSUIH ,LI. XXFIIN) GO TO 1370

XXF_I_I=PERLY (JSUH)

d-JbU=_
COrlTINUE

[ SUI(= IO-C{P)

! r_l.,P= (C (P)*_) +[ StJI,

XX_IN = 1,**e'lO1

D'_ 1420 JgtI_=ISUt_,ITEI._P

IF I IPIIJsUI$) 4_,}_,.GE. XX_IN ) GO lO 1420
XXMIr_=IPIIJSUH) _* 2
J=J:,U,I

CoNT I_H_E

GO lO _00

IF(CMV(_).GT.o,) GO TO 1510

IF(TEm_C,OT,O) O0 TO 1800

PI(I_T IS05, p

EPlIKS) -2 e.120.3.

,AND,,

I Go 1'o l_bO

FONHAT(_" SU'.xTRAJ_T(.TONY *_I?, t' E_'_DEO USING SEARCH I_ROC_OUF_E,t',I_I)

GO _0 l_O0

IF (bOALIP*[)-LO_LIP} °LV..CHVIJI_AHr%

SGOALIP+[I*UPLIP).bE.CHV(_)) {;0 TO 1890

l; 7000 HLOCK - f_ETERHINS IF TF_.¢_I_'_^L ('Or{TIrOL SHOULD HEGIN.
tO00 I ,¢ 0

J SUI4 = lO * CIP)
C.V = .I'.UH- I I

I(,lO I't) = I

Cv = f,V * )
IFFY = ( ETA(P) 4_ CV) l C%1 lP}

)(._"O FACTO;.'= ( l, - ( |* / (( 1, * CSI(P)) +/t RD)))

IlChIV = (C'_V(3) _. ((ND) • ([I'F'y ))).- (( [, / CSIIP)) Wt (FACT,')F_)

'_ • (CHV(1) - EFFY ))

Rh • fiH' * [

1F ( $_[) o ], ,LF.., CFtV(P| *, ]* ) _ TO 70_

1_ ( G(_AL(P*[) .r,T. CHV(3) .A_:D,

54100

54_00

54300

5_00

5&SO0

54600
54700

5_800

_900

55000

55100

55_00
55300

55400

5_500

55600

557no
55800

55900

56000
56100

56_00

56300

5&400
565o0
56600
567OO

_b_00

56900

5Tono
57100

57200

57300
57400

57500
57600

57700

57800

57000

SilO00
501o0
_8200

5_300

5v400
5_500

58A00

58700

5[_900

5_000

59100

5_200
5V300

59¢00
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FTN 1o4 {'A T I. 7/05/66 _T 1%O%lb
$ HCMV ,GT, GOAL {P6{.I) C,O TO 7n25

IF ( (;OAL(P*I) .Lf, Cf4v(1) ,A,_rl.

4, HCI4V ,LE, dOt, LiP+l)) ((Ol O 7n25
I RLY(J_lJ'_,) = .10e_ol0,'J

LSTbG(JSU_,I z HCHV - GOAI.¢P+I)
r,¢, 10 702T

7_,25 | = T • 1

('t,'LY(.I.SIL*I = HCMV - Gr)AL|P+I)
1::27 IF ( IxriUTpLII ,Nr, 1 ) O0 T"'_ 7040

PhII(T 703::i [FFY, FACTOR, HCt_,Ve ENLY(JSU_)g T

16.10 FO_:4AT( _ {FFY ,_ *,F2O.hgl,

_O FACT,)_ = e,F20,.b,/,

$_ HCIIV = ¢'_F¢'l),fS_/t

%e F.I_LYIJSUII) © etF2,le'_,t/t

f,l_O J-"r,Ul: = JSLIH, * l
IF ( dSUtl ,,LE, lO + C(P)) ,',n 1,n "/010

IF ¢ I ,U, TCRT ) 1050, 7000
70')0 TFN::C z, l'_R_tC , {

1_ ( T .Lf. 0 ) G0 TO 7090
_n TO 7070

),,60 IEICrIC..,= 0
IF (CMV(')) .LF. FINTF.Pt4 ! GO TO 7050

cPl • Cf4VIKS) / CHFAN(MS)
GO TO ";00

f'_70 ISU'_ = lo - C(:')

ITU.IP . ( ¢¢PI * _ ) + ISU_

X_fAlN = l'!, ¢+_ I01

Dr) IOO0 E",lh; = [5Ufl , ITr.P

IF (F'.L.Y(K%U_I) ¢_w;.Ot. x_'_I_': ) GO TO "I080

L.sn Co,;r I_JIcF

(1_ TO 400

Tt,90 ]SUn . In - C(P)

11'L,_P " ( CIP) * ." ) ", I%U{_
XXttlN = IT,, e_ 101

(I, 70'_b KqtJll -: ISUll s ]TE!4"
iF (ESTh,ilKStlB) *_ 2 .f,{', XXfqN ) 00 1"0 7q95

XXMllq :, I:%lhG(KSU;'| e_ _)
J • KgU_

1_,90 COiUT 1 {'(t.IE

£_r) Io A_O

C ]'_O(* '_LftCK - f_ETEIR_-_INE PE_IALTY ANti TOTAL COST.

1},00 ALO.'L = GOAL(P*I} - LO_vLIP)

AUPL = ¢.O^L(P.]) +HPLIP)

{AIIPL,G+. C'_V(3)) ¢_0 10 I_I)
IF (c_vI3I.LT.ALO_!L} no TO lg( ',

l(l',TN W (P) * ( (CHV (3) -A, 'PL ) a_.,)

{"{-_l iT I;_nA, lEST

l,_,)' F(,Rr'ATI/,/,*_OHFUAL1.Y IS_,FPn. ,)

TE'.T - TC!_1, + C'-'V(,_{

59500

59600

59700

59n00

59900

60000

60100

60_00

60300

60400

60500
60_00

60700

60aO0

60900

6|000

61100
61200

6!_0o
6)_oo
61500
61600
6|700

61noo

61900

62000

62100
6P200

6?300
62400

62500

62600

62700

62_00

62900
63O00
6_I0O
63200
63300
63400
63500
63_00

63700
_3_no
63gn0

6AO00
64100

64_nh
_43n0

64400

64_00
6_a00

64700

64_00
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FTI, 1.4 ))AIL 710':')/66 ,_r I 5#F,1%
I-L)I_)_II* IOT_,L CO!)! l.g _',)-,.))*:?'J

IU _ 1(:51= wO))_! I ;LO_L.C),Iv(.I) )'_;))

I))-J|iT |1tr14, IC%T

TCSI = TCgT ,) C'_VIf_)
P)_1,.1" It_0t_, TC_)T

11 ( Tt'_T ,LT. I) It.liT = I
1_51 gr C:'V(_)

I_oI r0_P-IAT(/I/)o0PFI_^I.TY I_ 0o,I,_, IOT_L CoST 15 _,F_O,_?)

1020 )',=0

I _,w:, l
(,0 To ?000

|hg_ |F (TF_)'C.GI,O) GO TO lqh0

1) ( l_IV(d,_) ,LT, 0,) _n T0 4n0

c,;L.L CStIH (J)

Go |0 400

t; I_/0(, t;LOE, k - CHO_(_F_" OF £()F_T_OL FOR T_.f_PIIt.)_,L L)PE_AT|Oh!.

19,)0 I _,U_= I r)-C (P)
I IF tiP= (C (P) ')_ ) * I SIIH

XXHI t)=| O.oo] 01

O ,_ I'/)_O JSU+_=ISUH,ITE.MP
IF(IHV(JS)I_,4}_o2,GE,)XXHIt_) GO 10 19ZO

X XH lrmm=i _,iy(jstj)l+• ) ._-e)_

j=jhUr:

19_n COt)? l_tJt

(,0 TO 400

L _.000 !)LhCK - DFLTF.F(t.IINATIOH OF HICIIHISTIC5 AN() CONF'IDF:NCE tIF'_SU_ES
(_ _F4[) HF_I40,_IY LD4TT FOF_ NEXT SUOTHI, JF_CT0t-)Y.

¢)()00 C or,) T I tILl/:
IF ( I2o00 ,FO. l ) GO T r) 200'_

]?0n0 = 1

I__0 F tL.E FIT7
F.F,I) F|I+( HT,_

pC_INn HT
PFI_ J till @IT

IF t IF_TI(_PL .LT. C_ILT('_ I _0 TO _.o0_
I('.),tl = $
t,_'tNT ;.)nOl,r'

_-u01 FOH'_T(*I.',[-TEr_S READINg': COF!ST,'_NT f-O_( -¢)UBTItAJF. CTOPY_,I_)/)/)
_(.,0_ , FAV) (PTD) ]bt]Ml , li)Uhi_

IF ( ;OFt _lT3) _0_15, 2004

_'r:O_, PI,|_jT 1061, ll}t)_ll, I()t)_?.

ICrdl = IO_l • 1

If" ( IC_JT .(;E. 54 ) (,0 T<) p,)Jr
If'l>| I_'DI()"AT(o()'_I-*ENCosT IhCpI.'tI._TS _r?E HINI_AL) MEII"I_ _,

f. |_..),_, N'LAD c) O,F17.2)

(,,:) Io ?OOT,-"
_'oO') f,FAI] ("l_) IDIu'I, (IOU!¢IISIJn)tlSIJ),=|,) )')

If ( F'()F)':T 't ) _.O0_i) _-'004
_uO_, ;'i,'|;,_$" I;?(l"_,) II)IIHI, ( II_O_(|SIJPI,)IF, UH=I, M)

I(.'_1 = ICnl (" l

6_000

65100

65J00

6_,_50

6_a00

65500

6_600
6_700
6hRon

65g00

66000

6_100

66_00

66300

66_00
66500

66600

66700

66_00

66900

67000

67|00
677_0

67300
67*00
67500

67_00
67700
67_00
67000
6_000

6_I00
68?00
68_00

61_400

6_500
6_00

6_700

6_900
69000

6_I00

69200
69300

69400
69500
6q600

6q700

69n0o

699_0
70000

70100
70700
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?0300
70400

70500

70_00

?0?00

70_00

700nO

tiooo

711on

71_oo
71300

7IaO0
7i5oo
71600

71700
71_00

71900

7EO0O
72100

7E_O0

72300

7_400
7Z500 .

7_00

77700
7_nO0

7_o0
7_0o0
7310O
73zoh
7330O
73400

73500

73_00

73700
73_00

73900
7_000

74100

74_00

7_3o0
7_400

74_00
7_6on

7_700
74n00
7_oo
7_ooo
7FlO0
7_00
T_3oo
iS_nO

75_00
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7b7no

75800

7_900
76000

7_ino
76?nO

76300

&_OO
6500

_oo
76700

76aoo
76900

77_00

77100

77200

77300
77t00
77500
77600

77700
77_00
77900 .

7BOO0

7_I00

78200

7_300
7a4oo
78500

8_00
_too

7BRO0

7Rqo0
79000

79}00

79_00

79300
7q400
79500

79600
79700
79_h0

79900
a0000

_I00
_O_O0

80300

no400

80500

80600
ONTO0

RObsOn

_0_00

8IOO0
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¥TN 1.6
_0]0

_o4b

4(J50

4,,55
,:,o5 o

I,-_ TL 7/O5/t_& AT J5_5]%
P}I(,J) " ll+Y(J,KS } / C_IfANIK_.)
,jz J + 1

IV (,) .(,T. CIP) * 10) l'_0O, *030

f _ FIF' : ) .
I_'_U,L m I"S - N

()(1 4('.%0 JSIJ" _ |l N
l( (C_.+V(I:-_"t+) .E+). 0.) r,O IU 4i)5,1

1IN" _: TlqP e (CF-1V(ISU_-))oo E(t&Ti,IXIK3tJRtI£IIU) )
CO/IT l .NiJ[

cI)l : TFI_P
J . It. - ¢(+'1
'l_t4P = rl.

D9 4n60 I'-,I)-. =, I.o+"

Ir'l(Jt = (..Pl o I_.HP
J" J" I

IF ( d .61. lO ÷ C(_')) GO TO 1300

60 10 4r155

Ehh

AIIOo

81200

_|400

AI_O0

81_o0

81700
8180O

aig_o
_2oon

_21oo

Q22o0

82300
82&O0

BRSO0
8?600

82700
8?800

_2V08
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FTq ).4
._.lJi,Nr_lJ T 1tJF CSt.II_ (J)

COH_b_/CC 0'4/C;_I_ ! t,lnX, C T^ L_,I.E ( F,)
r)AI'A ( C_/_III[:OoOIlt._t_I-?I|I.|II(CHI_IlID_(mO )
TY|'I- ]_l|Lq_[l._ CH(,II_()xtCT^.I. f
JmCHi_|tlL)X- (CI1(_ ][P_DX/)3 ) _+ I
J=C TA_L( (J) +lO

_t_ ! NbX = ('.q_ ! N()X * 1
Rt TUFCr*
E, lO

100
P0O

4.00

S00
_,00
Ion

800

q00
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FT, xl I .4 I_aTl_ 7/05/66
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APPENDIX B

ANALYSIS OF ALTERNATIVE I,IARK I STPJ_TEGIES

The results presented in this report show excellent agreement

between the subject median fuel cost and the Mark I fuel cost. Because

of the simplicity of the Mark I test problems, there arises the possibility

that the good agreement was "forced" by the structure of the problems. To

gain some insight to this question several hypothetical alternative

strategies were used to solve the 23 control problems. The 23 fuel costs

obtained with each of these strategies are compared with the subject

median costs by means of the correlation coefficient.

Selection of Controls Using

a Random Strategy

To obtain an underestimate of the correlation coefficients as-

sociated with alternative strategies it is supposed that a hypothetical

subject chooses his controls at random. Specifically, it is assumed that

at each decision time, one of the controls, -2, -i, 0, i, 2, is selected,

with each of the five controls having a probability of 1/5 of being selected.

The sequence of random choices was obtained by entering Hald's

table of random sampling numbers. (16) As a result of a random process

(coin toss), the table was entered on page 93, row 26, colu_ I0, and the

two digit numbers shown in the table were read do_mward, beginning with 24,

09, 28, etc. The random number intervals (0,19), (20,39), (40,59), (60,79),

and (80,99) _erc associated with the controls -2, -I, 0, i, and 2,

respectively. The 383 random numbers gave ordered observed frequencies
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of (76,63,84,87,73) for the ordered sequence of control values (-2, -I, 0,

I, 2). Based on an expected frequency of 383/5 = 76.6, this yields a chi-

square value of 4.72 with four degrees of freedom. Because this is less than

the 95 percent fractile, 9.49, the sequencewas accepted as a random

sequence. No other tests for randomnessof the sequencewere msde.

Analysis With _liss-Distance

Penalty Excluded

Table B-I shows the subject median cost and the random strategy

cost for each sub-trajectory. Column 3 shows the total fuel costs with

the miss-distance penalty included. This penalty was equal to I00 times

the square of the miss-distance at the end of each sub-trajectory and is

the same penalty as that used for the 14 subjects. The correlation co-

efficient between Columns 2 and 3 is found to be 0.268.

The statistical significance of a correlation coefficient, r,

based on n pairs of observations, may be tested using the statistic,

r /7,
t -_i- r 2

which has a t-distribution with f = n-2 degrees of freedom when the true

correlation p is equal to zero. With r = 0.268, and f = 21, the computed

value of t is found to be 1.26. For'a one-sided test (for positive corre-

lation) the tabulated value of t-variate is found from Hald's tables (16)

to be 1.721. Thus, r = 0.268 is statistically equal to zero, and the

hypothesis of zero correlation between subject behavior and the random

strategy is not rejected.
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TABLEB-I. SUBJECTMEDIANCOSTAND
EACHSUBTRAJECTORY

(Kilo Units of Fuel)

PJINDOMSTRATEGYCOSTFOR

RandomStrategy

Subtrajectory
Number

Subject
Median

i

2

3

4

5

6

7

8

9

35.i50

30.400

1.635

76.000

23.850

9. I01

8. 046

95.250

5.180

I0

II

12

13

14

15

16

17

18

19

2O

21

22

23

21.575

128.950

27.225

65.200

80.500

2.175

17.600

11.700

22.600

1.330

44.400

20.650

4.024

41.700

With
Miss-Distance

Penalty

397.500

436.400

369.470

5712.000

2017.500

163.956

648.446

2201.200

1478.140

9814500

3625 300

280.900

696 900

109 000

251 500

43 600

58.840

651.000

1443.720

142.400

2299.650

44.577

1710.700

Without
Miss-Distance

Penalty _

397.500

76.40O

9.470

2102.000

57.500

3.956

8.446

511.200

38.140

204.500

15.300

120.900

386.900

19.000

1.500

43.600

18.840

II.000

3.720

52.400

49.650

4.577

20.700
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The low value of the correlation coefficient supports the

assertion that the controls were not randomly selected, and also suggests

that the high correlation between the subject median fuel costs and Mark I

fuel costs was not "forced".

Because the miss-distance penalty was quite large relative to

the penalties for deviations from the reference velocity, it is of some

interest to compute the correlation between the subject median costs and

the random strategy costs when the miss-distance penalties are omitted.

The resulting costs are shown in Column 4 of Table B-I. The correlation

coefficient between these costs and the subject median costs is found to

have a value of 0.384. Here the computed t-value is equal to 1.91. This

exceeds the tabulated value of 1.721 so the correlation is judged to be

statistically significant. However, the value of the correlation

coefficient is too small to be of practical significance in relating

subject median cost to that of a random strategy without miss-distance

penalties.

Three Strategies Independent

of Incremental Costs

Fast Approach. In this section we consider three strategies

which are nonrandom, but do not take any account of the incremental fuel

costs. The first strategy, the fast approach, consists of approaching the

desired final velocity as rapidly as possible and maintaining the final

velocity for the remaining time. This strategy was observed for most

subjects, particularly in the early problems of the sequence. In effect,

the subject first determines whether the problem is "feasible". }le may
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determine this by actually reaching the final velocity as early as possible

and spending the remaining time in attempting to minimize fuel.

Table B-2, Column3, showsthe total fuel costs obtained with

the fast approach strategy. The correlation coefficient between these

costs and the subject median costs is found to be equal to 0.863.

The t-test used above sh_s that this correlation coefficient is

statistically greater than zero. More interesting is the question of

whether this correlation coefficient is statistically smaller than that

obtained between the subject median fuel cost and the Mark I fuel cost,

given by r = 0.916. Using Fisher's z-transform, the quantity

u = ,

where

z = (1/2) In[(l+r)/(l-r)]

and

= (1/2) ln[(l+@)l(l-p)]+ pl(2)(n-l) ,

is approximately normally distributed with zero mean and unit variance.

With r = 0.916, these expressions may be solved by trial to obtain an

approximately one-sided lower confidence interval for p. This calculation

yields (0.81, 1.00) as a 95 percent confidence interval for p. Because

0.863 lies in this interval, it is not significantly smaller than 0.916

at the 5 percent level of significance. Thus, based on the observed va]ues

of correlation coefficients, the Mark I model and the fast approach

strategy give statist_cally equivalent _ s "oe_cr_ptio_Is of the subject median

costs.
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B-6

TOTAL FUEL COSTS FOR SUBJECT MEDIAN AND THREE

STRATEGIES INDEPENDENT OF INCREmeNTAL COSTS

(Kilo Units of Fuel)

Fast- Slow- Straight-

Subtrajectory Subject Approach Approach Line

Number Median Strateo_ i Strategy Strategy

1 35.150 25.200 332.400 39.000

2 30.400 34.600 236.200 58.600

3 1.635 2.850 16.300 4.020

4 76.000 138.000 398.000 108.500

5 23.850 93.800 15.300 36.600

6 9.101 36.256 4.896 15.616

7 8.046 25.966 8.446 11.686

8 95.250 77.800 385.800 180.500

9 5.180 6.010 24.730 12.650

I0 21.575 47.000 47.000 26.950

Ii 128.950 242.400 110.400 145.700

12 27.225 53.000 109.000 140.700

13 65.200 121.500 177.500 134.800

14 80.500 242.000 50.000 155.000

15 2.175 6.240 1.920 4.980

16 17.600 21.600 56.800 28.600

17 11.700 21.120 21.120 21.120

18 22.600 85.200 18.000 51.600

19 1.330 4.180 0.820 2.660

20 44.400 90.000 38.800 75.600

21 20.650 67.650 16.450 43.250

22 4.024 12.415 3.979 9.271

23 41.700 112.800 36.000 80.100
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Slow Approach. As a contrasting strategy, a slow approach

strategy was evaluated with costs given in Column 4 of Table B-2. In this

case the strategy consists of keeping the initial velocity unchanged as

long as possible before approaching the desired final value as rapidly as

possible. The calculated value of the correlation coefficient for this

strategy is found to be equal to 0.580. In this case the correlation

coefficient does not lie in the interval, (0.81, 1.00), so that the

correlation is statistically smaller than that obtained with the Mark I

model.

Straight-Line Approach. A strategy intermediate to the fast

approach and slow approach consists of approaching the final velocity in

a linear manner. To evaluate the correlation coefficient associated with

a straight line approach, the controls were chosen to keep the value of

the current velocity strictly higher than the "straight-line" velocity,

if the velocity were to be increased between the initial and final points,

and strictly lower than the "straight-line" velocity, if the velocity were

to be decreased. An approximation to the strategy was observed for several

subjects. One subject making hand computations in a pilot study, requested

a ruler, drew the appropriate line, and then attempted to keep his current

velocity on the line.

Table B-2 shows the costs resulting from this strategy in

ColuLml 5. The correlation coefficient between this column and the subject

media_ cost in Column 2 is found to be equal to 0.883. By the same argu-

ment as given above, although this correlation coefficient is smaller

than that obtained with the Hark I model, it is not smaller by a

statistically significant amount.
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In su_aary, these results show that even for strategies which

do not attempt to minimize the incremental costs, this experiment was not

capable of showing statistically significant differences between the rele-

vant correlation coefficients. This insensitivity mayresult from the

fact that only ]4 subjects were tested. With (_--z)_ = -1.64 and _ and

z corresponding to correlation coefficients of 0.883 and 0.916, it is found

that the required number of subjects would be nearly I00 before statistica]

significance at the five percent level could be demonstrated between these

correlation coefficients. This insensitivity is not considered a detrac-

tion because the primary objective of this research consists of predicting

verbal heuristics, not total fuel consumption.

Three Strategies Dependent

Upon Incremental Costs

Most subjects appeared to base their control choices at least

partly on incremental costs. In this section we consider three cost-

dependent strategies. All three strategies yield correlation coefficients

in excess of 0.90 with the subject median cost.

Absolute Minimum Cost. The first cost-dependent strategy con-

sists of making those control choices which yield the absolute minimum

fuel cost. This is the mathematical optimum and yields the lowest possible

cost. In the first 13 problems the reference level, at which fuel cost

was minimal, could always be reached by changing the initial velocity in

the direction of the desired final velocity. Several subjects learned to

expect this characteristic of the control problem_ and obtained scores

equal, or nearly equal, to the mathematical minim_,m in the early problems.
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Table B-3, Column3, showsthe fuel costs for the absolute

minimumstrategy. The correlation coefficient between these costs and

the subject median costs, shownin Column2, is found to be 0.909.

Expected Minimum Cost. For problems 14 through 23, the direction

of velocity change required to minimize fuel is independent of the final

velocity. This independence requires the subject to "search" for the

proper change in velocity to yield decreasing costs. The search is

unavoidable and gives rise to a second cost-dependent strategy. In this

strategy an expected minimum cost was computed as follows. Suppose that

controls y and -y are selected at the beginning of a problem. The velocity

resulting from the first choice is given by vI = v 0 + ]0y. The second

choice yields v 2 = v I - 10y = v 0. Thus, the current velocity is again

equal to the initial value after the second choice. The costs associated

with these choices depend on the location of the reference level V. If

the first choice of y yields a velocity closer to the reference level than

the initial velocity, then the cost increment is given by

or

C(y) = A {2(V-v0 )2 - 20y(V-v0)+ 100y2} .

Th e s "r,l_n of the middle term in the bracket is positive or negative, de-

pending on the sign of (V-v0). Under the assumption that these signs are

equally likely for given values of V and v0, it follo_:rs th_7t this condition-

a] expected cost is given by
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TABLEB-3. TOTALFUELCOSTSFORSUBJECTI,IEDIAN,ABSOLUTEMINI_fUM
COSTS,EXPECTEDMINII_FUMCOSTS,ANDCOMPOSITECOSTS

(Kilo Units of Fuel)

Subtrajectory Subject Absolute Expected Composite Absolute-
Number Median Minimum Minimum Expected Minimum

1 35.].50 12.4.00 32.500 12.400

2 30.400 9.400 25.700 9.400

3 1.635 0.660 1.950 0.660

4 76,000 20,000 56.500 20.000

5 23.850 8.400 9.300 8.400

6 9.101 3.916 4.110 3.916

7 8.046 3.086 3.715 3.086

8 95.250 69.000 126.900 69.000

9 5.180 3.210 6.600 3.210

i0 21.575 17.000 27.050 17.000

ii 128.950 97.900 103.000 97.900

12 27.225 17.000 31.450 17.000

13 65.200 33.000 57.300 33,000

14 80.500 28.000 32.500 32.500

15 2.175 0.600 0.870 0.870

16 17.600 4.000 14.200 14.200

17 11.700 2.880 6.840 6.840

18 22.600 16.800 17.400 17.400

19 1.330 0.700 0.760 0.760

20 44.400 14.400 22.000 22.000

21 20.650 14.050 15.150 15.150

22 4,024 2.335 2.976 2.976

23 41.700 36.000 36.300 36.300
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E[C(y)] = A {2(V-v0)2 + 100y2} .

Although the choice y=0 will minimize the expected cost, this choice will

not yield the direction of the reference level. Thus, the minimization

of the expected cost is taken over the set y = -2, -I, i, 2 and yields

y = i or y = -i as equivalent optimal first control choices with a con-

ditional expected cost of

C = A {2(V-v0)2 + i00}

That is, the conditional expected cost is minimized and the direction of

the reference level is determined by the choice of either y = i, y = -I,

or y = -I, y = I, for the first two control choices.

This procedure for the first two control choices has the effect

of reducing the number of decisions available for each control problem by

2. Moreover, each problem is thereby reduced to the minimum cost case

considered above, provided that at least two decision intervals are avail-

able at the reference level in the minimum cost case. This provision holds

for 19 of the 23 control problems. For the four exceptional problems, the

above increase in cost over the minimum cost strategy is a good approxima-

tion to the expected minimum cost. Thus, the above cost was calculated

and added to the minimum cost to obtain the costs associated with the

expected minimum strategy given in Column 4 of Table B-3.

The correlation coefficient between the subject median costs

and the costs obtained from the expected minimum strategy _s found to be

0.907. This is nearly identical to that obtained from the _bsolute minimum

s trateo].
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Composite Absolute and Expected Minimum Cost. Because a search

was required to determine the direction of the reference level from problems

14 through 23, it would be expected that a better strategy to associate

with the subject median costs would consist of a composite strategy con-

sisting of the absolute minimum strategy for problems 1 through 13, and

the expected minimum strategy for problems 14 through 23. These costs

are shown in Columa_ 5 of Table B-3. The correlation coefficient between

the subject median costs and the costs obtained from the composite

strategy is found to be equal to 0.918. This is the highest correlation

coefficient found between the subject median cost and any of the

strategies considered. It exceeds the Hark I correlation with subject

median costs by 0.002.

Surmnary of Correlation Results

.for Subiect Median Costs

Table B-4, Column 2, shows a listing of the correlation

coefficients between the subject median costs, the Mark I costs, and the

eight strategies described above. In su_nmry, the table shows correlation

coefficients ranging from the random strategy with miss-distance penalty

(r = 0.268) to the composite strategy (r = 0.918). The Hark I model yields

the second highest correlation (r = 0.916), and this is followed by the

absolute minimum strategy (r =0.909) and the expected minimum strategy

(r = 0.907). These incremental-cost strategies all yield higher correlation

coefficients than those which are independent of the cost increments: the

straight line strategy (r = 0.883), the fast approach strategy (r = 0.863),

_nd the slow approach strategy (r : 0.580).
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TABLEB-4. COPd_ELATIONCOEFFICIENTSBET_,TEENSUBJECTMEDIAN
COSTS,MARKI COSTS,ANDSELECTEDALTERNATIVE
STPJITEGIES

Costs Subject Median Mark I

Subject Median

Mark I

Composite

Absolute Minimum

Expected Minimum

Gradual Approach

Fast Approach

Slow Approach

Random,Without Penalty

Random,With Penalty

1

0.916

0.918

0 909

0 907

0 883

0 863

0 580

0 384

0.268

0.916

1

0.880

0.892

O.943

O.824

0_645

0.727

0.421

0.278
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In terms of the statistical significance of the correlation

coefficients and their differences, all strategies are statistically

equivalent to the Mark I model with the exception of the slow approach

strategy and the randomstrategy. Although the slow approach strategy

and the random strategy without the miss-distance penalty have correlation

coefficients which differ statistically from zero, the values are too low

to be of practical interest. The randomstrategy which includes the miss-

distance penalty yields a correlation coefficient which is statistically

equal to zero.

Table B-4 also shows the correlation coefficients between Mark I

costs and the cost associated with the eight strategies. The expected

minimumstrategy yields the highest correlation (r = 0.943). The statis-

tical interpretations of these correlations generally agree with those

obtained for the subject median costs. The strategies dependent on incre-

mental costs again yield higher correlations than the remaining strategies.

Those strategies independent of the incremental costs give the next highest

set of correlation coefficients. Of these, the correlation coefficients

for the fast approach and the slow approach differ statistically from

0.916. Again, the random strategies give small correlation coefficients.

In general, these correlations indicate qualitative relations _hich would

be expected.

Sun,mary of Correlation Results

for Individual Subjects

Table B-5 shows the correlation co_f_clents between individual

subject costs for the 23 Mar]< I problems and the costs obtained from the

_lark I model and the eight alternative strategies considered in the previous
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TABLEB-5. CORRELATIONCOEFFICIENTSBE_EN INDIVIDUALSUBJECTCOSTS,
.MARKI COSTS,ANDSELECTEDALTERNATIVESTRATEGIES

Strategy*
Subject (I) (2) (3) (4) (5) (6)

1 0.ii 0.06 0.77 0.35 0.79 0.87

2 0.31 0.65 0.76 0.67 0.74 0.74

3 0.23 0.42 0.64 0.76 0.83 0.81

4 0.19 0.44 0.78 0.62 0.78 0.70

5 0.13 0.12 0.80 0.39 0.82 0.85

6 0.04 0..04 0.34 0.52 0.58** 0.49

7 0.24 0.43 0.95** 0.43 0.81 0.69

8 0.21 0.26 0.32 0.59 0.66 0.74

9 0.Ii 0.45 0.64 0.77 0.93** 0.69

i0 0.23 0.40 0.80 0.57 0.86** 0.83

Ii 0.17 0.01 0.77 0.22 0.71 0.80

12 0.12 0.08 0.69 0.40 0.76 0.87

13 0.39 0.78 0.81"* 0.61 0.62 0.52

14 0.36 0.57 0.93** 0.49 0.74 0.70

(7) (8)

0.78 0.88**

0.83** 0.75

0.87 0.81

0.72 0.71

0.79 0.85**

0.55 0.49

0.67 0.71

0.88** 0.73

0 85 0.69

0 86 0.83

0 67 0.81,*

0 81 0.89**

0 60 0.51

0 69 0.70

(9)

0.78

0.81

0.92**

0.82**

0.79

0.55

0.71

0.71

0.82

0.85

0.68

0.82

0.61

0.74

*(i): Random with miss-distance penalty.

(2): Random without miss-distance penalty.

(3): Fast approach.

(4): Slow approach.

(5): Straight line approach.

(6): Absolute minimum.

(7): Expected minimum.

(8): Composite absolute and expected minimum.

(9): Mark I model.

** Denotes maximum correlation for given subject.



B-16

section. The maximumcorrelation obtained for each subject is indicated

by a double asterisk. Examination of the table shows that the costs for

subjects 7, 13, and 14 showed the highest correlation with the fast

approach strategy. The costs associated with the straight line approach

maximize the correlation coefficient for subjects 6, 9, and i0. The ex-

pected minimumstrategy is represented by subjects 2 and 8. The composite

strategy is most frequently occurring strategy, and best describes the

costs yielded by subjects i, 5, ii, and 12. Two subjects, 3 and 4, have

costs that are best represented by the costs obtained from the Mark I

model. The randomstrategies and the slow approach strategy are not

represented by any of the subjects.

These results suggest the possibility of obtaining a classifi-

cation of controllers according to the strategy showing the maximum

correlation. Such an approach would require a considerable amount of

experimental effort and a very careful specification of the set of

alternative strategies.
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INSTRUCTIONS TO SUBJECTS

Mark I

We have a contract with NASA to develop a mathematical model of how

the human makes decisions in controlling a space vehicle. We are now at the point

in the program where we have to collect some empirical data from the human to see

how well our model describes the actual way he behaves. And this is why we have

asked you to be a subject in the study.

In this study, your task will be to control the velocity of a vehicle

while minimizing your fuel consumption. You will start at one velocity and have

to change to another; after you reach the second velocity, you will have to change

to a third, etc. So, your task is really one in which you have to control the

vehicle through a sequence of different velocities and at the same time keep your

fuel consumption as low as you can. This is similar to what an astronaut might

do in checking out a series of satellites in space.

We have simulated the dynamics of the vehicle on the computer. For this

flight there are just five controls available to you, -2, -!, 0, +i, and +2. The

negative controls will always decrease your velocity, the postive controls will

increase it, and the zero will leave it unchanged. In order to enter a -2 control

you push the minus sign, then the 2, then the enter key. To enter a -I, you push

the minus key, then the i, then the enter. To enter a zero, you push the minus

key, then the i, then the enter. To enter a +i, you push the space bar, than a

i, then the enter. A +2 is entered by pushing the space bar, then the 2, then

the enter.
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Let's practice this a few times. Enter a +2. Now a -I. A 0. A +i.

A -2.

Now, let's look at the first leg of the flight° Notice that four

numbers are printed at the top of the page: Sub-Problem No., Initial Velocity,

Final Velocity, and Number of Decisions. So, for this leg of the flight you'll

begin at a velocity of 470 and want to go to a velocity of 590. You'll have 38

decisions, or in other words, 38 choices of the controls -2, -I, 0, +i, +2, in

which to go from that initial velocity of 470 to the final velocity of 590.

Each of your decisions, or control choices, must be entered during

a 5 second period when this light is on. Please don't enter your controls before

the light comes on. If you fail to enter it before the light goes off, I'ii

enter your previous control for you.

Now let's look at the rest of the sheet. You'll notice there are

six column headings printed on it. The first one, '_ecision Number", just

tells you how many decisions are left in this leg of the flight. So for this

first leg of the flight, numbers in that column will run from 38 to 0.

The second column is headed "Current Velocity". This tells you how

fast you're going. As you can see, "470" is printed in this column, indicating

your present velocity.

The third column "Distance to Final Velocity", tells you how far your

current velocity is from the final velocity. By the sign you also can tell whether

you're above or below the final velocity. Since "470" is 120 units below 590,

you'll notive that "-120" is printed in the column.

The fourth column "Control Value" shows you which one of the five

controls you have chosen. So, -2, -i, 0, +i, or +2 will be printed here.
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The fifth column is labeled "Fuel Cost". This indicates how much fuel

was used on your last decision.

Finally, the sixth column is headed "Cumulative Fuel Cost". This

column keeps a running sumof the fuel costs shown in column five. Remember,

you're trying to keep your fuel cost as low as you can, so you'll want to pay

close attention to these last two columns.

Nowlet's look at the right-hand position of the sheet. This section

will print out a graphical display of your velocity along with the final velocity.

Here's an example of what such a graph might look like after i0 decisions. You'll

notice that the beginning velocity was 570 and the final velocity was 610. After

the first decision, the velocity was 670, after the second it was 690, and so

forth. The zero will always show the final velocity and the X's will indicate

your present velocity.

There's one final bit of information we'd like to get from you as you

maneuver through the flight. We'd like to get some idea about the way you're

thinking about it. To do this we'd like you to imagine that _m another astronaut

waiting on the ground about to begin a similar flight, and that you're to radio

back to meall information which you feel might be of somehelp in navigating

such flights. In addition, I'd like you to state your confidence in the infor-

mation you're radioing back. Let me give you a couple of examples of what such

radioed-back statements might be. You might say, "I feel 90 percent certain

that choosing all 2's is the best thing to do to conserve fuel". Or you might

say, "I'm 95 percent certain that going to a straight line is not the best thing

to do to conserve fuel".
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Wheneverpossible, the statements you radio back should include something

about fuel consumption since this is what you're trying to minimize. Remember,

too, that these statements should be more in the form of advice about what I

should do rather than just descriptions about what happened in your situation.

For example, I think you can see that the two previous statements would be much

more helpful to me than a statement like, "Boy, I really goofed that one." I'ii

ask for these statements at the end of each leg of the flight, but you can make

them at any time they occur to you. Remember,I'ii be beginning a similar flight

but the trajectories and controls may be slightly different.

In order to radio your information back all you need tp do is tell me

and I'ii turn on this tape recorder and record your statements.

Now if you should happen to miss the final velocity, you'll be penalized

by having an additional fuel cost added to your cumulative fuel cost at the end of

each leg of the flight. But even though you might miss a final velocity on one

leg, you'll begin the next leg as though you had reached the goal. For example,

suppose you wound up with a velocity of 580 after 38 decisions on this first leg

instead of the desired final velocity of 590. Well, even if that happenedyou'd

begin the second leg at 590 not 580. Of course, as I said, there'd be a penalty

added to your fuel cost.

One final bit of caution before you begin. We've found that some

subjects occasionally madean error such as pressing a +2 when they actually

meant a -2. Therefore, be careful to depress the actual keys you want since the

computer won't give you a second choice. One thing that should help you here is

the sign shown in tile third column, "Distance to Final Velocity". If that sign
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islnegative , you'll know that you're below the final velocity and need a positive
I

control in order to hit it. If no sign is present, you'll kn_ that you're above

the final velocity and, therefore, need a negative control.

So, briefly, what you're to do is control your vehicle through a

series of different velocities by selecting a series of control values, -2,

-i, 0, +I, +2. Each of these decisions should be entered when the light comes

on. As you navigate the flight you're to radio back any information which you

feel would be helpful to me in beginning a similar flight and you're to indicate

your confidence in these statements. Lastly, you're trying to use as little fuel

as possible during each of the legs of the flight.

Well, I think that's about it, do you have any questions?

O.K. Your first leg in the flight is going from a velocity of 470

to one of 590 in 38 decisions while minimizing fuel. You can begin by entering

your first decision.

Questions to be Asked of Subjects

I. At end of each leg:

Do you have any advice for me in beginning a similar flight?

or

Any advice?

II. At the end of the problem:

Could you now sunm_rize your advice or recommendations to me?

Remember my flight won't be identical to yours, but it will be

similar in many respects.
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Mark II

We have a contract with NASA to develop a mathematical model of how

the human makes decisions in controlling a space vehicle. We're now at the point

in the program wherewe have to collect some empirical data from the human to see

how well our model describes the actual way he behaves. This is why we've asked

you to be a subject in the study.

In this study, your task will be to guide your vehicle through a series

of points in space while minimizing fuel consumption. You will start at one point

and have to guide your vehicle to another; after you reach the second point, you

will have to go to a third; etc. So, your task is really one in which you have

to control your vehicle through a sequence of different points in space and at

the same time keep your fuel consumption as low as you can. This is similar to

what an astronaut might do in checking out a series of satellites in space.

We've simulated the dynamics of the vehicle on the computer. For this

flight there are just five controls available to you, -2, -i, 0, +i, and +2. In

order to enter a -2 control, you push the minus key, then the 2, and then the

enter. To enter a -I, you push the minus key, the i and then the enter. A zero

is entered by pushing the space bar, the zero, and the enter. A +i is entered

by pushing the space bar, the i, then the enter. And the +2 is entered by pushing

the space bar, the 2, and the enter.

I know this is simple but let's practice a few times. Would you enter

a +2 please? A -i. A 0. A +I. And a -2.

Now, let's look at the first leg of the flight.

that seven numbers are printed across the top of the page.

No. 1--this means that you're on the first leg or trajectory of the flight.

First, you'll notice

These are: Trajectory

Second,
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Initial Position ll00.00--this is the position at which you're beginning the flight.

Next, Final Position l148.00--this is where you want to wind up at the end of this

leg. Fourth, Initial Velocity 0o00. Fifth, Initial Acceleration 0.00. Sixth,

Time Constant--Large. And finally seventh, Numberof Decisions 20.

So, you're to go from a position ii00.00 to a position 1148.00 in

20 decisions while using as little fuel as you can.

Each of your decisions, or control choices, must be entered during a

5 second period when this light is on. Please don't enter your controls before

the light comeson. If you fail to enter it before the light goes off, I'ii enter

your previous control for you.

Now let's look at the rest of the sheet. Eight column headings appear

here. First, "Remaining Decisions"--since there are 20 decisions, numbers in this

column will run from 20 down to I. Next, "Control Choice"--your control, -2, -i,

0, +i, or +2, will appear here. The third column, "Current Position", tells you

where you are after each decision. The fourth column gives your current velocity

after each decision. In column five will appear your current accelerations. The

next column, "Distance to Go", tells you how far your current position is from

your final position. Since ii00.00 is 48.00 away from 1148.00, you'll notice

that 48.00 is printed here. The seventh column _ labeled "Fuel Cost" and indicates

how much fuel was used on each decision. Finally, the eight column, "Cumulative

Fuel Cost" keeps a running sumof the fuel costs shown in column seven. Remember,

you're trying to use as little fuel as possible so you'll want to pay close attention

to these last two columns.
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There's one final bit of information we'd like to get from you as you

maneuver through the flight. We'd like to get some idea about the way you're

thinking about it. To do this we'd like you to imagine that I'm another astronaut

waiting on the ground about to begin a similar flight, and that you're to radio

back to me all information which you feel might be of somehelp in navigating such

flights. In addition, I'd like you to state your confidence in the information

you're radioing back. Let me give you a couple of examples of what such radioed-

back statements might be. You might say, "I feel 90 percent certain that choosing

all 2's is the best thing to do to conserve fuel".

Whenever possible, the statements you radio back should include something

about feul consumption since this is what you're trying to minimize. Remember,too,

that these statements should be more in the form of advice about what I should do

rather than just descriptions about what happenedin your situation. For example,

I think you can see that the previous statement would be muchmore helpful to me

than a statement like, "Boy, I really goofed that one." I'ii ask for these state-

ments at the end of each leg of the flight but you can make them at any time they

occur to you. Remember,I'ii be beginning a similar flight but the trajectories

and controls may be slightly different.

In order to radio your information back all you need to do is to tell

meand I'ii turn on this tape recorder and record your statements.

You don't have to hit the exact final position at the end of each tra-

jectory. If you're within ! 5 of the final position it's considered a "hit". So

for this _irst leg if you end up between 1143 and 1153 you're considered on target.
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If, however, you're further away than ! 5 you'll be penalized by having an

additional fuel cost added to your score. But even though you might miss a final

velocity on one leg, you'll begin the next leg as though you had reached the goal.

For example, suppose you woundup at 1140 after 20 decisions on this first leg

instead of the desired final position of 1148. Well, even if that happenedyou'd

begin the second leg of 1148 not 1140. Of course, as I said, there'd be a penalty

added to your fuel cost.

One final bit of caution before you begin. We've found that somesubjects

occasionally makean error such as pressing a -2 when they actually meant +2.

Therefore, be careful to depress the actual keys you want. If you catch the error

before you push the enter key, just tell meand I'll correct it.

So briefly what you're to do is control your vehicle through a sequence

of points by selecting a series of control values, -2, -i, 0 +i, and +2. Each of

these decisions should be entered when the light comeson. As you navigate through

the flight you're to radio back any information w_ich you feel would be helpful

to me in beginning a similar flight and you're to indicate your confidence in

these statements. Lastly, you're trying to use as little fuel as possible during

each leg of the flight.

Well, that's about it. Do you have any questions?

O.K. Your first trajectory is going from II00 to 1148 in 20 decisions

while minimizing fuel. You can begin by entering your first decision.

_uestions to be Asked of Subjects

I , At end of each leg:

Do you have any advice for me in beginning a similar flight?

or

Any advice?
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II. At the end of the problem:

Could you now summarize your advice or recommendations to me?

Remember my flight won't be identical to yours, but it will be

similar in many respects.
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APPENDIX D

VERBAL STATEMENTS MADE BY MARK I SUBJECTS FOR PROBLEMS I_ 12_ AND 23.

This appendix consists of a listing of the verbal statements made

by the Mark I subjects for Problems i, 12, and 23. These problems may be

taken as representative of the beginning, middle portion, and final portion

of the Mark I problems.

Subject i

Problem i

Problem 12

Problem 23

I found at higher speed you use less fuel for a given change

of velocity and also that you use fuel even while maintaining

same speed. Therefore it seems logical to go to the final

velocity at the slowest possible rate so as to minimize fuel

consumption.

No statement. Statement from Problem 9--1 found awhile ago

that the characters I and 2 represent i0 and 20 miles per

hour respectively. It is also wise to remember that the

difference in velocities is negative or positive and the

change in speed that you want is opposite. For example, if

the difference is negative 50 your change should be positive

in order to get closer to the final velocity.

No statement. Statement from Problem 14--1 wish to contra-

dict my last statement. It is not necessarily true that the

best operating velocity is in the same direction as the

velocity which you are trying to obtain. I am i00 percent

certain of this.

Subject 2

Problem i At times I felt myself thinking about what I would do if the

colnputer all of a sudden registered something other than 590.

I caught myself thinking of what I would do if it appeared

480 or what I could do if it appeared 600 or 610 and I think

this apprehension sort of made me pause too long in keeping

it. In otherwords I didn't trust the computer. I thought it

was trying to trick me.
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Problem 23
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l'm very positive (95%) there is always a point where you

will consume very little, if any, fuel. I suggest that this

point should be obtained as soon as possible and maintained

as long as possible until it is necessary to start making

jumps to either go up to or down to the final velocity.

Maintain the velocity of fuel which accompanies the minimum

amount of fuel for as long as possible before making the

jump either way.

During the course of this flight in obtaining changes in

velocity I recon_nend a minimal point of fuel consumption

be located. Now this can be done by going either direction,

from the initial velocity. For instance, should you want

to increase your velocity you can either increase past

your final velocity and then fall back increasing it fast

to get to your minimal point or decrease below your initial

velocity to reach your minimal point and then climb back

up in the least amoung of steps. This findin the minimal

point can be best accomplished by noting and remembering

the early trends in decreasing and increasing velocity.

For instance, on the first increase of the velocity, if

you should increase it from past your final velocity and

you find that on your first stop you consume a lot of

fuel, then head in the other direction quickly and remember

this.

_ect 3

Problem I

Problem 12

Problem 23

No statement.

About 75 percent sure that you should play your hunches. I

had a hunch on this one that I was going to have to go much

higher than my final velocity and come back to it, but I

didn't play my hunch and I ended up using extra fuel.

Use the first three steps to locate your points where the

costs are equal to zero. Then continue along this point

until you have the right number of steps to reach your final

velocity in the least number of moves. I guess that's all.

I think this is right. I say 90 percent confidence.
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Subject 4

_Problem i

Problem 12

Problem 23

I would recommend coming within 50 miles of the final desired

velocity, holding it within 50 miles per hour range, and

holding it at zero, increase in velocity (which seems to

spend the least amount of fuel) and then on the last three

tried, attempt to bring it into the final desired velocity.

I'm 96 percent confident that you try to find a rest where

there is no fuel consumed, hold it there, and then go into

the final desired velocity at the end.

Try to find the trend in the fuel consumption and follow the

trend and find out when it is decreasing and follow it until

the minimal amount is used and hold it there as long as

possible and go into the final desired velocity in the calcu-

lated number of tries at the end. 96 percent confident.

Problem 1

Problem 12

Problem 23

Subject 5

Seventy-five percent confident that you will go 20 miles

per hours less than the desired final velocity and then

hold it constant there. About 90 _ercent confident that

you reach 20 miles per hour less when you final velocity,

remain constant there, you will conserve fuel.

Once you have obtained the velocity at which the fuel

consumption is least and come to the number of steps which

it is required to reduce the velocity by one. Thereby you

should reduce by 2 until you reach the final answer and

hold constant there. With 85 percent confidence you will

have minimum fuel consumption.

I fee] if you find the velocity where the least fuel is

being used you will be able to conserve fuel all during the

flight. But the problem arises during the period at which

you have to reach the final velocity due to the number of

step_ at the end. The fuel costs to reach those velocities

at that time are much greater than they are earlier. So if

you can find the point during the flight at which the fuel

costs to reach the final velocity is the smallest and with

no change; why I now feel 50 percent confident that this

way would be the method in which to reach the least amount
of fuel used.
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Subject 6

Problem 1

Problem 12

Problem 23

It's about 90 percent better to get to your goals first

and then right on zero. It is cheaper that way. I also

find that it is better to go to 2 to 1 very quickly over

to your goal and then go down to zero.

In this I found out it was advisable to go over the velocity,

but that I missed it and the penalty is expensive. But once'

again to keep the vost to a minimum, calculate the distance

and make sure you hit it.

I feel at the beginning that you should start out with a 2

or plus zero increase or decrease your velocity towards your

goal. After you find your costs increase or decrease your

velocity not so much to see if you are going in the right

direction, and then try to get to your lowest cost and by

doing this calculate how far you have to go out and at the

last minute come in with increasing or_decreasing your

speed gradually toward your point. Ninety-five percent

sure that going to you low cost or zero is the most in-

expensive way and I also feel that 70 percent right that

increasing your speed gradually at the end toward your

end point or decreasing right at the end is the best.

Subject 7

Problem 1

Problem 12

Problem 23

Accelerate to +2 about 550 and then level off to zero to

about i0. You conserve fuel at that rate and then come in

at a +l about every two intervals until you come to three

and then come straight in on your final velocity and hold

that unitl your final point.

No statement. Statement from Problem ll--I'm 90 percent

sure that you should accelerate as fast as possible until

reaching the meeting point and then level off until final trial.

I'm about 75 percent certain that it would be best to fluctuate

the velocity mid-way through the trials and then go directly

to your rendezvous and hold back.
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Subject 8

Problem 1

Problem 12

Problem 23

I suggest that you go below the final velocity speed as long

as you can until you finish the number of trials before you

take it up to the final velocity speed because you would use

less fuel flying at a low speed. I'm confident with this

right now based on results.

In deceleration move down -2 as fast as you can until you get

to the zero fuel consumption and hold there as long as you

can until you have to bring it up to fihe final velocity.

Ninety percent confident.

I would recommend first you establish your fuel consumption

at the present speed when you start then move toward your

objective either + or - I. When you have established that

you are moving in the right or wrong direction correct toward

zero fuel consumption. Hold at zero fuel consumption until

as long as you can leaving enough decisions so that you can

get to your final velocity. I'm i00 percent confident that

this is the best way to save on fuel and reach the objective

of the final velocity.

Subject 9

Problem 1

Problem 12

Problem 23

I think you should just keep moving around and try not to

have any penalties and save money that way.

No statement. Statement from Problem 10---I'm confident

i00 percent, I think I'm still following the same pattern.

Make the slope very slight.

The way I orginally started was just practicing. About the

first four sub-trials just to get the feel of things and

finally I got the kind of pattern I want to follow. My

pattern was not to move the vehicles so fast that to waste

fuel in big jumps. What I did do was to go just nice and slow down

the line, no big jumps. My confidence at the conclusion

was a I00 percent.
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Subject I0

Problem I

Problem 12

Problem 23

It helps not use the zero button at all, but to use a little

of + like a +I and then followed by a -i. i00 percent
confident.

No statement. Statement from Problem 9--After you determine

your zero and are using the + zero to keep your costs at a

minimum plan to use the minimum number of decisions to retain

your final velocity like using the majority of +2 or -2 to

get to that velocity once you determine the zero points.

Confidence i00 percent.

My strategies begin by first of all just using the i, the

lower increment and go away from the velocity that you are

trying to attain. You do this in order to get a low point--

a zero or a 2, 3. If you achieve 2, don't try to get any

lower, just using the zero button nmintain at that velocity

as long as you can, and then right near the end using twos

and ones in combinations maintain your final velocity.

Confidence i00 percent.

Subject ii

Problem I

Problem 12

I found that I conserve most fuel by a reaching a velocity

near the desired speed and then reducing it by or decreasing

velocity by a minus number and then holding it constant which

did not cost any fuel consumption. However, when I desired

to bring this speed up to the desired velocity, I had trouble

in reaching the same results, l'm about 50 percent sure that

by reaching a zero fuel consumption and maintaining a constant

velocity is the best way to conserve fuel.

No statement. Statement from Problem ll--Theory has a few

flaws in it. Number i your minimum fuel consumption might

be a great distance or discrepancy from your desired goal,

and the only way to reach the goal is to increase velocity.

I have only a few penalties and each one has been a I000.

I'm not sure if that's a distance from your goral or if it

is set at a i000. I think it might be better to be out in

left field than to take a i000 penalty, I don't know how
that would work. No other comment.
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Felt the theory I proceeded under was 95 - i00 percent the

best theory. The theory was to start out by decreasing or

increasing your velocity to find out which direction would

conserve the most fuel, and then proceeding in that direction

until you reached your minimum fuel consumption, and maintain

that period for as long as possible, taking note of the

number of steps you would require to return to the desired

velocity by the number at the left of your fuel consumption.

It's either registered plus or minus and every I unit on the

keyboard was worth i0 units of velocity. Therefore by com-

paring you could figure how many you needed to get back.

In the first few problems I ruled out the possibility of

reaching a speed and then hitting zero, because it didn't

seem to increase or decrease fuel consumption any. However,

in the last problem, I noticed that I was at 1200 units

of fuel consumption and by pushing zero, it went to zero.

I'm not sure what the reasoning behind this was. I still

feel any method was the best way to approach the problem.

Subject 12

Problem i

Problem 12

Problem 23

I think it is best to get up to point where your velocity

is 570 and then remain at 570 because the fuel consumption

if you do add on. At 570 there is zero fuel consumption and

after that, wait until the last possible trial and then add

2 and you will reach the final velocity.

No statement. Statement from Problem ll--Be sure you know

where you are at all times.

Well, first of all not each problem is alike and one must

go into them experimentally and use what knowledge that has

been gained from previous problems. This might help a

little, I'm not saying it will. The best thing I can

recommend is just to pick out the number with the least

fuel consumption. Stay with this number until you reach

a point where you have to go for the final velocity with-

out receiving a penalty. Above all, do not receive a

penalty because a penalty costs a lot more than the amount

of fuel consumption approaching the penalty. I think it

would be between 75 and 85 percent confident.
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Problem I

Problem 12

Problem 23

Subject 13

When you press the first button you go up I0 at positive,

when you press the second button you go up 20. There is

penalty when you go back the first time. The second time

there is and the third time there isn't. I believe this

true from the record of the flight°

l'm convinced that by going past the set speed and moving

back you save a great deal of fuel consumption.

I feel and have confidence in the fact that if you vary your

speeds between raising and lowering them you will have a

lower fuel consumption. When you get your lowest consumption

at any time during your raising and lowering you keep it

constant at that consumption. Either you can get the con-

sumption or keep it at zero until the last minute when you
have to raise it.

Subject 14

Problem I

Problem 12

Problem 23

Try not to accelerate too fast. Don't go at maximum

acceleration when you first start the flight because

fuel consumption seems to be relatively high. Remember to

take off reasonably easy, don't go a full acceleration

because the cost is prohibited. Fuel consumption is ex-

tremely high. From my own experience to this point I

would say that I'm totally confident that it is going to

run high if you accelerate and try to get the final velocity

too quickly.

I recon_nend that you accelerate with a control value of

2 until you pass the final velocity of 650 because running

costs above 650 are considerably less than at 660. Also

it seems the higher you go above 660 the less it costs to

run° I would recommend going 20 at the most 40 miles above,

watching carefully to make sure you can get back to the

desired velocity within the number of decisions.

I would recommend in general over the course of the experiment

to first try to stay at the same velocity to see how much it

is going to be there and if you have to go from a low to a

high velocity try going toward the velocity. If it is higher
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(if the cost is higher) approach the final velocity and then
go back to your initial velocity until the last minute. Now
the sameholds true the other way around. Starting at a high
initial velocity and you want to drop to a low one. First stay
at your initial velocity, see what the cost is there, then drop
toward your final velocity. Nowif the cost is higher there
than at your initial velocity, go back to your initial velocity
until the last minute and then drop in and carefully avoid the
penalty. I'm so confident in this if that I had to do this
experiment all the time I would use that procedure, i00 percent
confident.
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APPENDIX E

ANALYSIS AND CLASSIFICATION OF VERBAL STATEMENTS

The Mark I and Mark II models yield predicted verbal heuristics.

The observed conditional probability that the heuristic of a subject will

match the predicted heuristic is computed in the report (Pages 78-102; 112-114).

In this appendix we consider those statements of the subject which do not

match the predicted heuristics.

Table E-I lists the heuristics of the subjects not contained in

the list of possible heuristics generated by the Mark I model. The listed

statements were extracted from statements selected by the panel of three judges

described earlier. The statements were underlined by the judges as statements

which, in their view, were heuristic statements not contained in the list of

possible heuristics.

Shown in Table E-2 are some examples of statements which were also

selected as possible heuristics by the judges. Because the statements do not

serve as rules for making choices among the controls, these statements were

classified as non-heuristic statements.

In this way each underlined statement extracted by a judge was

described in one of the four categories: (I) a heuristic statement equivalent

to that generated by the Mark I model,(2) a heuristic statement equivalent to

one of those in the list of possible heuristics, but different from that generated

by the _rk I model, (2) a heuristic statement differing from all those appearing

in the list of possible heuristics, and (4) verbal statements which are non-

heuristic.
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Table E-3 shows the average numberof subjects associated with each

of the verbal statement categories for each trajectory. The average is obtained

as the arithmetic meanof the number of statements assigned to a given category

for each of the three judges. Trajectories 9, ii, 13, 20, 21, and 22 are

exceptional because the model did not predict a heuristic for these trajectories.

For these cases the numbershown in column 2 gives the average number of subjects

that state any one of the possible heuristics associated with the model.

Column4 shows the average number of subjects that stated a heuristic not

contained in the model list. If this number is comparedwith the sumof the

numbers given in Columns2 and 3, it is seen that most of the heuristics stated

by the subjects were contained in the model list.
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APPENDIX F

A COMPLETE PRINT-OUT OF RESULTS FOR PROBLEM NOo i0

FOR THE 14 MARK I SUBJECTS



APPENDIX F

A COMPLETE PRINT-0UT OF RESULTS FOR PROBLEM NO. I0

FOR THE 14 MARK I SUBJECTS

The following listing consists of the on-line print-out obtained

for Problem i0 for the Mark I experiement. The six left-hand columsn show the

meter eadings that resulted from the control values selected by the subjects.

The headings of these columns denote the number of decisions remaining, current

velocity, "distance" from final velocity, control value, incremental cost, and

cumulative cost, respectively. The right side of the print-out consists of a

graphical representation of the current velocity, denoted by X, and the desired

final velocity, denoted by 0. The penalty, if any, for missing the desired

final velocity, and the final cumulative cost are shown at the end of the

print-out for each subject.



F-2

I
i
I
I
I
i
I
I
I
I
I
I
I
I
I
I
I
I
I

SUB-PROBLEM t'lO, IO

IiIITIAL VELOCITY - 6i0

FIHAL VELOCITY - 830

NO. OF DECISIOIIS - 16

SUBJECT NO. i

i_O. CUR. DIST. CV COST CUH, 440 490 540 590 G40 690 740 790 840
DEC. VEL. F.V. COST

63O -200 0 0

16 2

650 -180 3200 3200

15 2

670 -160 18o0 5000

14 2

690 -140 800 5800

13 2

710 -120 200 6000

12 2

730 -100 0 6000

II 0

730 -I00 0 GO00

I0 0

730 -100 0 6000

9 0

730 -I00 0 GO00

8 0

730 -I00 0 G000

7 0

730 -I00 0 6000

6 0

730 -I00 0 6000

5 2

750 -80 200 6200

4 2

770 -60 800 7000

3 2

790 -40 1800 8800

2 2

810 -20 3200 12000

1 2

830 0 5000 17000

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

-X O

X O

X O

X O

PENALTY = 0

FIHAL CU_'IULATIVE COST = 17000

PAUSE 01"



SUB-PRODLEM HO. 10
INITIAL VELOCITY - 630
FIHAL VELOCITY - 830
[40. OF DECISIOIIS - 16

F-3

SUBJECT NO. 2

HO. CUR. DIST. CV COST CUM. 440 490 S{_0 590 640 690 740 790 840
DEC. VEL. F.V. COST

630 -200 0 0 X O

3200 3200 X 0

1800 5000 X O

800 5800 X O

200 GO00 X O

0 6000 X O

0 600O X O

0 6000 X O

0 6000 X O

O 600O X O

0 6OOO

0 6000

2O0 62OO

8O0 7000

1800 8800

3200 ]2000

5000 17000

16

650 -180

15

670 -160

14

690 -140

13

710 -120

12

730 -100

11

730 -100

10

730 -100

9

730 -10o

8

730 -I00

7

730 -I00

6

730 -100

5

750 -80

4

770 -60

790 -40

,, . 2

810 -20

1

83O 0

X O

X O

X O

X O

X O

X O

X

2 "

PENALTY = 0
FINAL CUMULATIVE COST = 17000
PAUSE OK



SUg_PROBLEM _O. I0

IHITIAL VELOCITY - 630

FI_!AL VELOCITY - 830

I_O,' OF DECISIOIlS - 16
1

F-4

SUBJECT NO. 3

NO. CUR. DIST, CV COST CUM, 440 490 540 590 640 690 740 790 840
DEC. VELo F,V, COST

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

O

X O

630 -200 0 0

16 2

650 -180 3200 3200

15 (2 _ ?r. ": n'J

650 -180 3200 6400

14 2

670 -160 1800 8200

13 2

690 -140 800 9000

12 2

710 -120 200 9200

11 2

730 -100 0 9200

10 0

730 -I00 0 9200

9 0

730 -I00 0 9200

8 0

730 -100 0 9200

7 0

730 -I00 0 9200

6 0

730 -I00 0 9200

5 2

750 -80 200 9400

4 2

770 -60 800 10200

3 2

_90 -40 1800 12000

2 2

810 -20 3200 15200

1 2

830 0 5000 20200

X 0

PENALTY = 0

FIHAL CUHULATIVE COST : 20200

PAUSE OK



F-5

/
; SUB-PP.OBLEt4 NO, 10
I ItlITIAL VELOCITY - G30 SUBJECT NO. 4

ii FINAL VELOCITY - 830

t:O, OF DECISIO;IS - 16

[ . . .............................

NO, CUR, DIST, CV COST CUH, 4q0 490 5{_0 590 6110 690 740

DEC. VEL, F,V, COST

630 -200 0 0 X

........ 16 ...... 2 ..................

650 -180 3200 3200

15 2

........ 67.0 -160 1800 5000 .....

11+ 2

690 -lh0 800 5800

X

X

:_ ....... 13 ..... 2

;; 710 -120

,, 2

730 -IOO ..

12

11

200 6000

0 6000

7)0 -100 0 6000

......... 10 ......

0

730 -100 0 6000 -

:;_ 9 0 ..................

. 73o -1oo o Gooo

8 0 ......

- X .... O-

X O

730 -100 0 6000 X O

__7 ...... 0 ................. '

..... 730 -10o 0 6ooo X O

..... 6 ......... 0 ................................................

730 -I00 0 6000 X 0--

-.i'

-- 5 ...... 2 " •

.............. 750. -80 _ 200 6200 . - ..................... X ......... O-.,

-: .._4 .... 2.

- -- 770 -60 • 800 7000 X 0

......3 ............. 2 ............................................

_-' .- . 790 -1t0 1800 8800

2 .... 2 ...........

....... 810._ -20 ..... 3200 12000 .................. X O

.... 830 0 5000 17000 ...... X

..J

o

PEHALTY : 0
FINAL CUHULATIVE COST = 17000
PAUSE

• OK ....



F-6

SUB-PROBLEM ILO. I0

IHITIAL VELOCITY - 630

..FINAL VELOCITY - 830
l'40, OF DECISIONS - 16

............. SUBJECT NO. 5

NO. CUR, DIST, CV COST CUM. 440 490 540 590 640 690 740 790 840

DEC, VEL, F.V, COST

.... 630-200 ......... 0 .... 0 ..... X 0

16 2

650 -180 3200 .3200 . X O

15 1

660 -170 2450 5650 X 0

14 2

,:.... 680 -150 1250 6900 ................. X

_, 13 . 2

700 -130 450 7350 X O

12 2

720 -110 50 7400 X

: II 1

... 7)0 _rl00 . . 0 7400 X O

10 0

730 -I00 0 7400 .............. X 0 ....

_ 8 ......... 0

730 -I00 0 7400 X 0

_ 7 ......... I ...............

. 740 -90 50 .7450 . X

_.46 .............. 2 ....................................

.. 760 -70 450 . 7900 ....... X O

...... 770. -60 ..... 800 . 8700 ....................................... X. 9 ....

_4 ....... 2.

....... 790_ __40 1800 1.0500

. 3........... 1 ....

,.J ._ . 800 _ ,30 2450 12950

X 0

X 0 :

..2 .......... I............ ?

..... 810 ..... -20. _3200 1G350 ........................ X O.

1 • 2
t

830 .... 0 . 5000 21150 ......... X

PEI'IALTY = 0

FIt4AL CUMULATIVE COST.. = 21150 ......

PAUSE OK



/
._ SU_-PRODLEM NO. 10

INITIAL VELOCITY - 630
FINAL VELOCITY - 830
NO_ OF DECISIONS - 16

I

.F-7

SUBJECT NO. 6

NO, CUR, DIST, CV COST CUM, 440 490 540 590 640 690 740 790 840
DEC, VEL, F,V. COST

630 -200 .0 0 X

16 0

630 -200

15 2

650 -180

14 2

670 -160

13 2

690 -140

12 . 2

710 -120

11 2

5000 5000

3200 8200

• O

1800 10000

X

X O

800 10800

200 11000

0 11000

X

730 -I00

X 0

X 0

X 0

X

X

X 0

0 ..

0

x 0

X 0

I0 0

730 -100 0 11000

.9 0

730 -100 0 11000

8 . . 0

730 -100 0 11000

7 0

730 -100 0 11000

6 0

730 -100 0 11000

5 2

_. 750 -80

4 2

200 11200 ............ X _ 0

770 -60 800 12000

3 "2

790 -40 1800 13800

2 2 _

_ 810 -20 . 3200 17000

1 2

830 0 5000 22000

X O

X O

X O

x

k

PEHALTY = 0

FINAL CUMULATIVE COST = 22000
PAUSE OK



. L

F-8

SUB-PROBLEt] NO. 10

INITIAL VELOCITY - 630

F.IHAL VELOCITY - 830
NO, OF DECISIOHS - 16

NO. CUR. DIST. CV COST CUH. hh0 q90 5h0 590 600 890 7q0
DEC. VEL. F.V, COST

630 -200 0 0- X

16 2 --

15

14

13

12

11

10

5

83O

/4

830

)

830

2

83O

1

83O

650 -180 5200 3200

2

670 -160 1800 5000 _

2

690 -140 800 5800

2

710 -120 200 6000

2

750 -100 0 -6000

2

750 -80 200 6200

0

750 -80 200 6400

2

770 -60 800 7200

2

790 -40 1800 9000

0 " "

790 -40 1800 10800

2

810 =20 3200 14000 - - -

0 5000 19000

0 .....................

0 5000 24000

0

0 5000 29000 ......

0

0 5000 34000

0

0 5000 39000

SUBJECT NO. 7

790 8h0

O

X .. . O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X

X

X

PEHALTY = 0

FIHAL CUHULATIVE COST = 59000

PAUSE OK



SUB-PROBLEMf'_O. 10
IilITIAL VELOCITY _ 630

FIHAL VELOCITY _ 850

riO. OF DECISIotIs _ 16

F-9

SUBJECT NO. 8

t_O. CUR. DIST. CV COST CUN. q4O t_90 5h0 590 640DEC. VEL. F.V, COST

_ 650 -200 0 0

x
16 0

15

15

630 -200

610 -220

5000 5000

-2

7200 12200

650 -200 5000 17200

2

650 -180 3200 20400

2

670 -160 1800 22200

2

690 -It_o 800 25000

@,"

X

12

II

10

2

690 7h0 790 8t_0

O

O

O

X O

710 -120

9 1

720 -110

8
2

7t_O -90

7 2

760 -70

6 0

760 -70

5

780 -50

4

8O0 -5O

3

810 -20

2

850 0

I
- 0

850 0

200 23200

50 25250

50 25500

450 25750

t{50 24200

2

1250 25q50

2

2h50 27900

1

5200 51100

2

5000 56100

5000 41100

PEHALTY = 0

FltlAL CUHULATIvE COST = tlllO0
PAUSE OK

O

X O

X O

X O

X O



l

F-IO

-- SUB-PROBLEM NO. I0

INITIAL VELOCITY - 630" .....

FINAL VELOCITY - 830

NO. OF DECISIOHS - 16
SUBJECT NO. 9

HO, CUR. DIST, CV COST CUH. 440 490 540 590 640 690 740 790 8
DEC. VEL. F,V, COST

• - 14

630 -200

16

640 -I 90

15 1

650 -180

650 -180

13 1

" 660 -170

12 1

670 -160

l-I 2

690 -140

10 I

0 0

4050 4050

3200 7250

3200 10450

2450 12900

1800 14700

800 15500

X

X (

700 -130

-8

9 2

- 6

5

4

3

-2

720 -II0

740 -90

7 2

760 -70

770 -60

780 -50

790 -40

800 -30

820 -10

I 1

450 15950

50 16000

50 16050

450 16500

800 17300

1250 18550

1800 20350 ..

2450 22800

4050 26850

830 0 5000 31_50

X

.- X

X

(

X (

X 4

X

• X _

PEtlALTY : 0

FIHAL CUHULATIVE COST = 31850
PAUSE

OK



SUB-PRO13LE_',l.lO, I0
IHITIALVELOCITY- 630
FIHALVELOCITY 830
IiO. OF DECISIOIIS - 16

F-I'I

SUBJECT NO. IO

IIO. CUR. DIST. CV COST CUll. 440 490 540 590 640 690 740 790 840
DEC. VEL, F,V. COST

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

630 -200 0 0

16 I

640 -190 4050 4050

15 2

660 -170 2450 6500

14 2

689 -150 1250 7750

13 2

700 -130 450 8200

12 2

720 -II0 50 8250

11 2

740 -90 50 8300

I0 I

750 -80 200 8500

9 2

770 -60 800 9300

8 2

790 -40 1800 III00

7 -2

710 -60 800 11900

6 0

770 -60 800 12700

5 0

770 -60 800 13500

4 0

770 -60 800 14300

3 2

790 -40 1800 16100

2 2

810 _20 3200 19300

1 2

830 0 5000 24300

PEI'IALT Y = 0

FILIAL CUt_ULATIVE COST --- 24300

PAUSE OK

X O



SUE-PROBLEM I_O, I0

IiIITIAL VELOCITY - 630

FIHAL VELOCITY - 830

;'O. OF DECISIOHS - 16

F-12

SUBJECT NO. 11

X 0

X 0

X

X 0

X 0

X

O

0

0

0

X 0

X 0

X 0

PEIIALTY = 0

FIi_AL CUtIULATIVE COST = 19900

PAUSE OK

630 -200 0 0

16 2

650 -180 3200 3200

15 2

670 -160 1800 5000

14 2

690 -140 800 5800

13 2

710 -120 200 6000

12 1

720 -II0 50 6050

II I

730 -I00 0 6050

I0 1

740 -90 50 6100

9 I

750 -80 200 6300

8 -2

7}0 -I00 0 6300

7 2

750 -80 200 6500

6 2

770 -60 800 7300

5 2

790 -40 1800 9100

4 -2

770 -60 800 9900

3 2

790 -40 1800 11700

2 2

810 -20 3200 14900

1 2

830 0 5000 19900

_iO. CUR, DIST, CV COST CU_4. 440 490 5hO 590 640 690 740 790 840
DEC. VEL. F,V. COST



F-13

SUB-PROBLEHNO. I0
INITIAL VELOCITY- 630
FILIAL VELOCITY 830 SUBJECT NO. 12
NO. OF DECISIONS - 16

;40. CUR. DIST, CV COST CUH, 440 490 540 590 640 690 740 790 84

DEC. VEL. F,V. COST

630 -200 0 0

16 2

650 -180 3200 3200

15 2

670 -160 1800 5000

14 2

690 -140 800 5800

13 2

710 -120 200 6000

12 2

730 -100 0 6000

II 2

750 -80 200 6200

I0 0

750 -80 200 6400

9 0

750 -80 200 6600

8 2

770 -60 800 7400

• 7 -2

750 -80 200 7600

6 0

750 -80 200 7800

5 0

750 -80 200 8000

4 . 2

770 -60 800 8800

3 2.

790 -40 ..... 1800 I0600

2

810 -20 3200 13800

2

830 0 5000 18800

X O

. " . . .

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

x ol

X O

X

PEHALTY = 0

FI/'IAL CUtlULATIVE COST - 18800

PAUSE



F-14

SIJE-PROPLE_'I iIO. 10

• I;IITIAL VELOCITY - G30
FI',IAL VELOCITY - 83{)

(_O, OF DECISIO;4S - 16
SUBJECT NO. 13

..fO. CUR, DIST. CV COST CUM. h40 q�0 540 590 640 690 740 790

DEC. VKL, F.V. COST

630 -200 0 0

16 0

630 -200 5000 5000

15 2

650 -180 3200 _200

14 2

670 -160 !800 10000

13 ?

690 -140 800 10_00

12 2

710 -120 200 II000

II 2

730 -I00 0 11000

I0 0

73n -100 0 11000

9 0

730 -InO 0 11000

8 O

730 -100 0 11000

7 0

730 -I00 0 llO00

6 0

730 -100 0 11000

5 2

750 -80 200 11200

4 2

770 -GO 800 12000

3 2

790 -40 1800 13800

2 2

810 -20 3200 17000

1 2

830 0 5000 22000

X C

X C

X (

X (

X (

X C

X (

PE+IALTY = 0

FI;JAL CUItULATIVC COST = 22000

PAUSE OK



• F-19

i
I

• SUB'-PROBLEH NO. 10

INITIAL VELOCITY - 630

FI_JAL VELOCITY - 830
HO,'. OF DECISIOHS - 16 SUBJECT NO. 14

i

HO. CUR. DIST, CV COST CUH. 440 490 540 590 640 690 740 790 840
DEC, VEL. F.V. COST

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

X O

630 -200 0 0

16 2

650 -180 3200 3200

15 2

670 -160 1800 5000

lq 1

680 -150 1250 6250

13 2

700 -130 450 6700

12 2

720 -II0 50 6750

11 2

7q0 -90 50 6800

I0 2

760 -70 450 7250

9 2

780 -50 1250 8500

8 I

790 -40 1800 10300

7 2

810 -20 3200 13500

6 0

810 -20 3200 16700

5

8]0 -20 3200 19900

4 2

830 0 5000 24900

3 0

830 0 5000 29900

2 0

830 0 5000 34900

I 0

830 0 5000 39900

PEHALTY = 0

FILIAL CUMULATIVE COST = 39900

PAUSE OK


